
AD-R133 946 INVESTIGATION OF RN ERROR THEORY FOR CONJOINT 1/2
MEASUREMENT METHODOLOGY(U) OHIO STATE UNIV RESEARCH
FOUNDATION COLUMBUS T E NYGREN MAY 83 RFOSR-TR-83-0860

UNCLASSIFIED AFORR-82-6i75 F/G 12/i N

Ehhhmhhmhhmmmu



1111. J&.
1.8

111251114 
1;6

MICROCOPY RESOLUTION TEST CHART
NATION4AL BUREAU OF STANDARDS-1963-A



, XPoS R.T. 83- 0860

RF Project 763025/714404
Final Report

e
OhNO
state
university
~ research foundation1314 klnnear road i

o. mus, oNo
43212

Co)
('n INVESTIGATION OF AN ERROR THEORY FOR

CONJOINT MEASUREMENT METHODOLOGY DTIC
Thomas E. Nygren ELECTE

Department of Psychology CT 24198

For the Period D
April 1, 1982 - March 31, 1983

UNITED STATES AIR FORCE
Air Force Office of Scientific Research

Bolling Air Force Base, D.C. 20332

Grant No. AFOSR-82-0175
APProved for Publi release,

dlstrlbut io , u tz Ut wi ted ,

.-J

May, 1983

88 10 20 006



i: . Ilclansified

DEcURITY CLASSIFICATION OF THIS PAPE (fltemn Datt Entered__
REPORT DOCUMENTATION PAGE READ INSTRUCTIONS

BEFORE COMPLETING FORM

. REPORT NUMBER 2. GOVT ACCESSION NO. 3. RECIPIENT'S CATALOG NUMBER

• IWWR.TR. Rq u I #D R /9 1/;3 3cl9'

4. TITLI.dSu..) s. TYPE OF REPORT & PERIOD COVERED

Investigation of an error theory for conjoint Final, 3/1/82-3/31/83
measurement methodology. S. PERFORMING ORG. REPORT NUMBER

7. AUTHOR() 0. CONTRACT OR GRANT NUMBER()

Grant No. AFOSR-82-0175
Thomas E. Nygren

S. PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM ELEMENT. PROJECT, TASK
AREA & WORK UNIT NUMBERS

The Ohio State University Research Foundation
1314 Kinnear Road 2313/D9
Columbus, Ohio 43212 b)/ (

II. CONTROLLING OFFICE NAME AND ADDRESS 12, REPORT DATE
May 1983

Air Force Office of Scientific Research/NL s. NUMUER OF PAGES
Bolling AFB, DC 20332 N R

IS. MONITORING AGENCY NAME & ADDRESS(f different from Controlling Office) IS. SECURITY CLASS. (of this report)

Unclassified

15a. DECLASSIFICATION/ DOWNGRADING
% SCHEDULE

1S. DISTRINUTION STATEMENT (of this Report)

Approved for public release; distribution unlimited.

17. OISTRIWUTION STATEMENT (of the abtreact entered in Block 20. if different free Report)

IS. SUPPLEMENTARY NOTES

19. KEY WORDS (Caoahm. on revere. side if necesay end identify by block number)

conjoint measurement
error theory

. axiom system
20. AaSTRACT (Cottme areverse side if neceseer end identify by block number)

This report presents the results of an attempt to propose a basis for an error
theory of conjoint measurement methodology. Conjoint measurement methodology
offers a new and potentially useful approach for obtaining psychological scale
values for components of multidimensional attributes. This report describes
the mathematical foundations of this methodology as well as a means of evalu-
ating the fit of an additive conjoint measurement model to a three factor

Cit design. For each of the critical axioms of conjoint measurement, proportions(continued on back) [

DO, IO 14n CDITION OFI NOV 5IS OSSOLETE U
SEJCIN Unclassified
SECURITY CL.ASSIFICATION OF THIS PAGE (Bten Des Sneered)

1. - 4W '' ,'; ,. ., ". .'.'.,; '-'.";. -'-'.; -- -';. -..; .-.- .;;. ----";;;: -"; ;;--..-. ; -.-.-- .-.



*? - ECUmTY CLASSIFICATION OF THIS PAGl('h9van Date EntreQ

* 20. Abstract, continued

of errors that would be expected by chance for different conditions of simple
independence are examined. In addition, a computer-based algorithm that can
be used to perform specific kinds of conjoint analysis has been generalized
and documented as a technique for assessing the fit of an additive model to
a set of data. The program is called SWAT and its current state of develop-
ment is described in this report. Finally, the appendices provide a step-
by-step explanation of data deck arrangements for SWAT as well as some actual
printouts from the program.

4 ..

I .

Unclassified
SECURITY CLASSIFICATION OF u* PAG(Whenf Date Entet.E)

.. .



AFOSR Grant Number 82-0175

Final Technical Report

Nay, 1983

INVESTIGATION OF AN ERROR THEORY FOR

CONJOINT .-ASUREIENT I-THODOLOGY

THE OHIO STATE UNIVERSITY

Accession For 404C W. 17TH AVENUE
NTIS GRA&I

DTIC TAB [] COLUMBUS, OHIO 43210
Unanounced 0!
Justification

Distribution/

Availability Codes

anda/or DR. THOMAS E. NYGREN
lot special

Controlling Office: USAF Office of Scientific Research/TL

Bolling Air Force Base, DC 20332

AIR 7MCE OFT CE O ? SCM771PT C PErRmi (APSr)
WMrICE&FrRANTP;JtTAL TO rDTIC
This technic , ".': )n d is

approved for p;i. Ii" P, . .:, L )-12.
Distribution i.; ,lmtd

HATTHEW J. - CERl
Chief, Technical InformAtion Division



• S .m, P

The views and conclusions in thi- docuzent are those of the author

and should not be interpreted as necessarily representIin-7 t'e

official policies or endorseLiets, either ez.preszee or implicd, ul'

the Air Force Office of Scientific Research of the U. S.

I



3 ACKNOWLEDGEM2ENTS

*The idea for this project was -ezierated while the author waz

participating in the 1981 USAF-SCEEE Su.-:ier Facult:y "esearch

Program. Pilot work was supported by the Air Force Aerospace

::edical Research Labcratcry (-., ,), u .I -.sin'erin" i

"1,E), tUriht-Patterson AFD, Ohio 45433. -. rtcuL-r,

collaboration 1.ith *. Gary Peid at PAFE z; an esse..t.

inLredient to the initiation of this prcject.

I
The author gratefully acI:now;led:-,a t4e suppcrt c.' thz Air Force.

i Office of Scientific research for funding this project under Gra t

AFOSr-82-017 5.

I

I
U
I
I
I
I

-- r~r % / ,. , ....-... . 4.. 4. -. ...... -.... . ....... ............ ,.... -. ..4 --



3 ABSTRACT

This report presents the results of an atenpt to propose a baziz

for an error theory of conjoint measuremeut Iethodology. Conjoint

measurement r ethodology offers a nei; ant poten-tially useful approach

for obtaining psychological scale values Icr copcnentc of

I Lultidimensional attributes. This report describes tl'.e rztneratical

foundations of this methodoloy as well as a means of evaluating the

fit of an additive conjoint measurement model to a three factor

3 design. For each of the critical axious of conjoint r.eazureient,

proportions of errors that would be expected by chance for differ.et

3 conditions of simple independence are examined. in addition, a

computer-based al~orithm that can be used to perform specific kinds

of conjoint analysis has been Zeieralized and docuented as a

3i technique for assessing the fit of an additive model to a zet of

data. The program is called V!AT and its currect state of

3 development is described in this report. Finally, thc appendicez

£ provide a step-by-step aXplaaation of data dack: arran;e::cnr fcr

SIAT as well as some actual printouts fror, the proor-zt..
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I.

Subjective scaling techniques are an intecral part cf ruch

of soeal science research. in -any situations it is a~vuLed that

the variable of interest is a complex pheaorenon that is

multideminsional in 'rature. That is, it is recognized that the

ordering of scores produced by an individual on this variable may be

based on the joint effects of two or more incependent variables.

Often the researcher may be interested in one or both of thc

follovin basic questions. First, can the composition rule by which

the Jodependent variables combine to produce the joint effect on the

dpen idt variable be established empirically? Second, ia it

Poe ible to obtain initial measureaents fcr the independent

V,11kriilbles themselves, or only for their resultant joint effects?

That is, can the independent and dependent variablez be scaled

simultaneously according to some specified compcsition rula in a i.ay

that preserves the order of the joint effects in th" data? This

question, as Tversk, (1967) points out, ic the -

nrolen and the cciapo~ition rul3,i~ --z

.Masi.

,!
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There are, of course, usny conposition rules that rich be

hypothesized in psychololical theories. The si..ple-' t " uch rule i-

an additive one which surests that the indepedeint variables

combine in an independent additive fashion o produce the joint

effect. For exanple, let a1 be a level of Factor A1, a2

be a level of Factor A2, and a, be a level of Fnctor A.

We might hypothesize that the joint effects of these three factors

could be described as

f(al,a 2,a3) 1(al) , f2 (a2) -- f3(a3) (%)

JJ where f, f1P f 2' and f 3 are separate and iden-itifiable

nur.erical functions. Additive uodels like the three-factor uodel

illustrated in Equation 1 have been aLrd continue to be an iAporrant

part of -mny psycholotical theories. Until recently, hoi.ever, ever.

.'cr this simple nodel, there hab not been a satisfactory uea nZ1

which one coula simultaneously esti.,ate all four of the I'f"..

functions above. Conjoint Lcasurement theory provides a neans to do

this and herein lies its pcer. Just as importan, however, is th!."

result of the theory which indicates that Qnly c 'dina. 'elation2 arc

required zonZ; the data pointb in orcdr to preduce reaultant scales

unique up to azi afine tr&asfor:.ation. Th"e iullic.tions of tiz

result. will become ,.;ore ap;arent Lo!ind tii fr6$uetation cf .

liasic theory of cot.joint .e;-,re.mer.t in SectIon . - On 7



then reviews 6oue of the literature -::ini tL conjoiLL

measurement axioms. Then in Section IV, the findings frou 1, e

present research are reported. Finally, Section V cizcusses sc:c of

the implications of this research and su--estions for further nztudy.

i

I
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Prior to an introduction to thLIz.ther:atic"! f'oundations of

conJoint weasurement it i.dGht be useful to review two terLz ti:a '

are generally distinuised in the literature (Ei.ery and Earron,

1979; Green and Rao, 1971; Green and Srinivasan, 1978). First, we

define c xasrL as the procedure whereby we opecify

for a Eiven combination rule, the conditions under which there exist

meazure.ment scales for the dependent and independent variables, zuch

that the order of the joint effects of the independcent varliables ii

the data are preserved by the nuLerical copoSit.ion rule. :', Le,"

define c a (sometimes referred to a : nuerical

conjoint veasurement) a- tae procedure wnereby t.hC actual ,luu' ric.l

scale valuet- for the joint effects and the levuhi ofC Lhe inuojpendent

variables are obtained. Thus, there are effectively two separate

and independent processes in the conjoint reazureuer:t r.othodolog.

First, one atteLMps to find the &ppropriate coubinacion rule and

then, asuming, the rule is valid, fins nuueri-al unctionz that

"beat" fit the observed order of th: Joirt ,-' Q z1 u dat

accordinG to the spcoifie: rule.

=4



Given the above presentation of tue ba3ic definitions of

conjoint measurement, we can now proceed with a detailed discussion

of the more interesting three factor simple polynomial models as

discussed by Krantz and Tversky (1971) and by Krantz, Luce, Suppes,

and Tversky (1971). There are four simple models that will be

discussed. They are the familiar additive model (A -- B , C), the

multiplicative model (A *" B * C), the distributive model (A z [B

C]), and the dual-distributive model (A + [B * C)).

Krantz and Tversky (1971) have previously discussed a number

of ordinal properties that are necessary though not sufficient for

these four models to hold. Since these properties forw tlie basis of

the research described below and are examined in the computer

program that is used as a diagnostic method, they will be briefly

summarized here. The intent here, as in the Krantz and Tversky

(7971) paper, was not to present an axiouatization for each of the

four models mentioned above, but rather to describe a set of ordinal

properties that maay be used as diagnostic tool3 in differentiating

among these four models as viable composition rules.

lie begin with the fundamental prcperty cf iadependae&s

which ca: be checked separately for each of the three factors. e

" °" qr, o~~~~~~..... ° ... '%....... .. . .. . .. .. ..- .. .r-': :- :-,: ,-, -,-~~~~~~~~~~~~. . ..-...... ........ .,. .................... ..- ,,..2--- -.......- .



6 .4

say that

AI is idpne of A2 and A3 whenever

(al,a 2,a3 ) > (bl,a 2 ,a3 ) if and only if

(2)

(al,b 2 ,b2 ) > (b,b 2, b3)

Thus independence of A asserts that if a1  > b 1

for some combination of levels of Factors A2 and A3, then

this relation will hold for any other combination of levels of

A2 and A3. Every test of independence of A1 with A2

and A requires a 2x2x2 matrix with two levels of Factor A
13

and two combinations of A2 x A Thus the total number of

possible tests of the property in this case would then be

T (l) (n2 * (3;

wihere nl is the number of levels of Factor i.i

Although this property is clearly necessary for an additive

model, it need not hold for any of the other three simple Zodels.

This is because these latter models nave multiplicative factors

which night not preserve the order if negative or zero zcal- va2Aea
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I
are allowed. If all scale values for aultiplicativa factor- are

positive, however, the ordering of the stimuli cannot be reversed

without violating the property. If a zero value is permitted for a

multiplicative factor, then a degenerate case is prcduced regardless

of the levels of the other factor(s). If negative values are

permitted then a legitimate order reversal may occur. Hence, if

only positive values are permitted, the independence prcperty is

necessary for all four models. If zero or negative values are

permitted then we must define a more general property labelled

.AjX d. This property has been examined in detail by

Krantz and Tversky (1971) and will not be discussed here.

a
Joint Indepnencen

t e A second form of independence can also be examined in our

tree -factor models. The property, known as J i n ,

states that

A1 and A 2 are jflgl i en of A, whenuver

(a ,a2 ,a3 ) > lb 1b2, 3  if and only if

kal (a2'a ' > (b1'b 'b. "

- b i
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Joint independence of A, and A2  with respeci to

A3  indicates that if one combination of A, and A2  is

greater than another at a fixed level of A3, (i.e.,

[al,a 2] > [b1,b2 ]  at a3 ), then the ordering

should be preserved for any other level of the third factor

(b3 ). If joint independence holds for all pairs of factors,

then this implies that independence holds for a simple factor.

However, the converse is not necessarily true. if simple

independence holds for all factors, this does not imply that joint

independence will be satisfied for all pairs of factors.

We can, of course, state two other forms to the joint

independence property for A1 and A3 of A2P and A2

and A3 of A I. If we again restrict our scale values for all

factors to be positive, then it is clear that joint independence

must hold in all three forms for the additive and nul'iplicative

models. However, for the distributive model of the form

A1*[A2 + A3 ], only A2  and A3  must be jointly

independent cf A1. For any given set of finite observations, it

is important to note that all three forms of joint independence may

hold even if the model is, in fact, distributive. cw;ever, it

appears that as the size of the design increases, the more likely it

is that only the one appropriate forn wiil hold if teiio iodel is

truely distributive.

i ' ', ' ;, ~... .. ...-,-- ...-.. ', .-... -. - .-.. '. . -. . . . . . -. . . - -.-.. . ,
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The third property examined by Irantz and Tverslky (1971) is

one that has already been discussed with respect to the Luce-Tuh.ey

(1964) axiomatization for the two-factor additive raodel. This is

the property usually referred to as double cancellation or

-iaZ-ux c and i6 stated for Factors A1 and A2 as

If (alb 2,a3) > (b1,c2,a3) and

(bla 2 ,a3) > (clb 2 ,a3) then,

(al,a 2 ,a3 ) > (ci,c 2,a.).

IHote that double cancellation requires at least three levels of each

of Factors A1  and A2 , and deals with only two such factors

at a time. Hence, it must be satisfied for all pairs of factors for

any of the four models described above when the scale values are all

positive. If Factors A1  and A2  have nI  and n2

levels respectively, then there will be

T (al 1 ) ("12) 63 3

possible tests of double cancellation for these two factors.
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Up to this point we have not presented a means of

distinguishing between the distributive and dual-distributive

models. The final two properties atteupt to do this. Ile first

describe a property known as distributixe cancellation.

Distributive cancellation is satisfied if and only if

(a 19 b2 ,a 3 ) > (dC 2 ,c 3 )

(bl,a 2 ,a3 ) > (c1 #d2,c3) and,1" V3 (7)

(dl,d 2,c3) > (bl,b 2,a3), then

(al,a 2,a3) > (c1,c2,c3 ).

It can be shown that this property is a necessary condition

for the distributive model to hold. However, distributive

cancellation also holds in an additive representation. Hence,

although this property can be used to support a distributive

representation, it cannot be used to reject additivity. It is not

aecessary for a dual-distributive represenitation, however, and can

be used as a ieans to differentiate between thice rwo nodels.
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Dual-Digtributive Z

The final property to be discussed for our three-factor

models is dual-distributive ca J.llti. Formally, we say that

Dual-distributive cancellation is satisfied if

(c 1 ,d 2 ,b 3 ) > (a 1 102 ,c 3 ),

(a1te2 1e3) > (d1,b2 ,e3 ),

5 (dc.2,d3) > (ed2a

(dl,a 2,a3) > (bl,e 2 ,d3), and3 (8)

(e1 ,b2,e3) > (c1,e2 ,e3), then

(a1 a2,b3) > (b 1 , b2 ,c 3 ).

Dual-distributive cancellation is coriparable to Cirtributive

cancellation in that iz is necessary for both dual-distributiva and

additive representations. Hence, ain it cannot be used to reject

3 additivity. Since it is not necessary for a di.tributive

representation, how~ever, it can be used us a L in ' clnibi'

I
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distinguishing between a distributive and dual-distributive model.

Note, however, that this property is extremely complex. It requires

that five antecedent conditions from a 5x5x5 design be met in order

for a test to even be possible. Hence, this property suffers frcm

being empirically very difficult to evaluate.

Given this set of conditions, it should be pcssible to

evaluate each of the four polynomial models mentioned above for a

set of observations obtained from a factorial design. In each of

the axiom ccnditions only ordinal information is required in order

to adequately test these properties. Thus, it is sufficient to

require each subject to merely present rank order judgments for each

of the stimulus combinations generated by combining levels of the

factors. As was discussed earlier, in most applications of conjoint

measurement methodology it is the additive representation with

restriction to the positive case that is of interest. Even for an

additive model as small as 3x3x3, however, both the testing

procedures for the properties mentioned above and the actual scaling

procedure for obtaining the numerical scale values become extremely

impractical without the aid of a computer based aljorithm.

Fortunately, several computer programs of both types have been

developed during the past decade (Johnson, 1973; Kruskal, 1965;

1ybren, 1982; Srinivasan and Shocker, 1973a, 1973b; Ullrich =d

Cumins, 1973; Takane, Young, and de Leeui, 190C; Yount,, 1972'.

& OEM.. . . .. . . . .. . . .. . . .
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I
Thus it is relatively easy to obtain for a Eiven set of data (1) a

SI list of violations of each of the axioms in Equations 2, 4, 5, 7,

and 8 and (2) a best fitting additive scaling solution.

The real difficulty with conjoint measurement in that

research efforts that have attempted to develop an error theory for

this methodology have lagged far behind. Thus it is very difficult

in practice to evaluate in a given situation how well the data is

being fit by an additive model. The issue is, then, how do we

decide how many violations of an axiom constitutes rejection of the

axiom. In the next section we discuss recent rezearch that has

5 attempted to study this issue. In Section IV fur~her research based

on this project will be discussed.

I

I
RN

I

a



fl. DIAGNOlI EFI CY AXIOMTIC CONJOINT 'IEAULBEElNI

The title for this section comes from a very izportant paper

published in 1979 by Emery and Barron. The study reported in that

paper was one of a very few that have attempted to exa.ine how well

the axioms reported in Section II could in fact be used to

differentiate among the simple additive, distributive and

dual-distributive models. In particular, Emery and Sarron were

interested in the issue of misdiagnosis. That is, is it possible

for a set of data to come from one simple polynomial model (e.g.,

distributive) but not be rejected as coning fror, a different :odel

(e.C., additive)? This could occur if the L order as-ociated

with one set of data does not violate anr of th aasioi asociated

wjtil either its own generatinC model or some other ocel. i tais

case, the conjoint measurement axioLs iould be unable to reject the

false Model.

Zmery and Barron (1979) generated 92 sets of data in three

factors coming from either additive models (20 cases), distributive

models (36 cases), or dual-distributive rmodels (36 caes.). Using

the =.iom testinG proccdure, PCJL, E.ery and -arrrn fcun.d thna all

' < -< -D< ...;' 4.%'.~~...;.. .;..?<....<.;..?.b.:.;.....:..... .-.... -....
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20 of the additive data sets were diagnosed as cominZ from additive

models. However, of the 36 sets from distributive models, only 23

were diagnosed as coming from a unique distributive model. Six of

the remaining 13 sets were diagnosed as coming from an additive

3 model and seven were diagnosed as coming from several possible

distributive models. Of the 36 dual-distributive data seta, none

3 were diagnosed correctly as coming from a dual-distributive model.

Twenty-one of these sets were diagnosed as coming from an additive

,.. model, four and eleven were diagnosed as coming from either a unique

1!3 distributive or multiple distributive model respectively.

aTi results just described are not very encouragin fcr

those who would like to use the conjoint measurement axioms as

diagnostic tools. Perhaps some other technique might be more

useful. In an attempt to examine this possibility, Emery and Barron

')ben looked as the usefulness of one of the num-erical conjoint

3scalin& procedures as a diagnostic tool. Specifically, they used

the oompted STRESS- value and a measure of fit they called PRECAP

that could be obtained from a sealing of the data based on the

3 IMANOVA program (Kruskal, .1964, 1965). These scalin- res.ult S were

somewhat more encouragine than were those from the a:ion tests, bui

3 znisdiagnoses were still found.

These findings are very important to conjoint scalin-

!I|

- - L. '
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methodology and point to the need for furthier rezearch fcr

increasing power in the diagnosis of the simple conjoint measurement

models in real data. The research to be presented in Section iV

attempts to meet this need by providing further insight into the

properties inherent in these axious. Our research project differs

in several very important respects froL2 the worl: of Z.ery and

Barron. First, their data were error-free. That is, they generated

their data in such a way as to fit one of the models perfectly. The

approach taken in the research to be presented below is different in .00

that we started in a sense in th opposite direction. We began with

completely randora data and added structure to it in several steps.

Secondly, individual axioms were examined in detail in the present

research. In particular, the conditional effects of satisfaction of

one axiom, simple independence, on the occurrence of violations of

the other axioms were excamined.

This last difference is relevant for one other reason. it

relates the current project to two other important studies on

conjoint measurement methodolog- that investigated the a::ion system.

These papers are one by Arbuckle and Larimer (1976) and a fclloiz-up

note by loClelland (1977).

Arbuckle and Larimer (1976) used a !onte Carlo aprroac. tc

invesitage the likelihoods associated withi satisfying th6 conjoint
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measurement axions in two-factor matrices of different sizes. In

particular, they attempted to estimate the number of possible

rankings in an r~xq table that satisfy both independence and

double cancellation, and that satisfy additivity. Although their

study was extremely enlightening, it was faced with one rather

difficult problem. The problem was simply that in riany of their

examples the samples were small, perhaps too small to give accurate

estimates of the probabilities. Nevertheless, their results seemed

to indicate that as r and _ increased, the probability of

satisfying double cancellation or additivity by chance becomes

small. In addition, the proportion of rxc tables satisfyin.

independence and double cancellation that are also additive

decreases as r and _Q increase.

.cClelland (1977) attempted to carry -he work of Arbuckle

-and Larimer (1976) one step further in terms of accuracy by finding,

exact probabilities for those r tables small enough to allow

for exact enumeration. In addition, .cClelland's work is very

interesting in that he attempted to find in greater detail Lome of

the conditional probabilities for satisfyings the additive conjoint

measurement axioms. For example, the condicional probabiliies of

satisfying double cancellation given independence, and of satisfying.

additivity given independence or independence and double

cancellation wore obtained. As expected, resultc siriiiar to c e
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of Arbuckle and Larimer (1976) were obtained.

The Arbuckle and Larimer (1976) and I.'cClelland (1977) papers

suffer from several major limitations, hotwever. Fii-st their

examinations of the axioas were at a more global level than might be

needed by the applied researcher. Second, and perhaps nore

inportant, the data sets were very small, coming froa either a 3x3,

3x4, 3x5, or 4x4 design. Hence, interesting relations in three

factors were not and have not been systematically investigated. The

three papers cited above represent the only rmajor contributions of

this type that the author is aware of to the testiag of the conjoint

measurement axioms. Clearly, more detailed work is needed. In

Section IV the results of one such additional -tudy are presented.

Concurrently, the author's coriputer-based alorithu for doin., the

axiom tests and the conjoint scalin6 will be discussed.

I

.* -# %* 9; C 9 . ." ' ° .. . . . .. . . . . . . . - -
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M. =WA ARAAL= D RANDO0 1 MATRICES

One attempt to develop a general diagnostic prograL for

* testing the conjoint Leasurement axioms was made by -olt and

Wallsten (1974). Their program, CONJOIiT, was designed to tert each

of the axioms mentioned above except for dual-distributive

cancellation. CON!JOINT was written in PL/1 and has been modified to

run on an IBiJ 370 or Ardahl 470 cperatin. sy.tem. Ullrich and

Cuimnins (1973) developea two other programs, PCJI4 and PCJ2, written

;... in FORTRAN: to do essentially the same thing as CO!!JOIUT. There are,

however, several differences between the programs which make both

very useful as diagnostic tools.

SUAT is a prcgram developed by the author over the past two

years that also prcvides testa of the a:.ior.s deecribed by Klrantz and

Tversky (1971). SUAT is a combination of what the author believe-

4 to be the most useful parts of the COU!JOIIIT and PCJI*- prograns.

First, it prcvides a Lore detailed analysis of violations of the

axioms than does the COI'JOI UT prograri, especially fcr the critical

a::iois o:' smple independence and joint incependence. Seconc., SW1A7

employs some of the same efficient algorihns used by Ullrich and
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Cummins (1973) in their PCJII'2 prograin for exarnininZ indeper.de..ce,

joint independence, double cancellation, and distributive

cancellation. SWAT, however, makes some very important corrections

to logical and theoretical errors made by their PCJ:2 analysis.

The major contribution of SWAT is that it allows the

researcher to both test the a.-ioms for additive conjoint measurement

and obtain an additive scalina solution to the data all in one

complete computer run. SWTAT employs a modification of the algorithm

for conjoint scaling first proposed by Johnson (1973). This simple,

yet very useful, nonmetric regression procedure has been

incorporated into SWAT and has been generalized to be more useful

for applied research. The original version of the Jonn.son proa.Mi,

sometimes referred to as MIG or IO0ITRG, has been revised during

this funding period to become an integral part cf the SWAT

procedure.

The combination of the axiom testing program with the

scaling program provides much more flexibility to the applied

researcher in analyzing a data set than was previously possible with

separate programs. A number of options for the combined SUAT

program have been introduced into the algorithm on the basis of thme

research conducted during this ,rant period. Givvn th previous

theoretical discussion of the a;iom. and their iiiterpretation in

" .. .. . " - *" "" v*......................................................................." -
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N
Section II, it is now possible to discuss in this section how some

of the findings from the present research have been and will be

implemented into the SWAT program. It should be noted that the

actual SWAT program is still being improved upon as nore theoretical

work is being done. The discussion below represents the current

stage of SWAT developLuent. In Section V a discussion of future

needs and directions for continued research will be presented.

Suggestions for revisions in SWAT will be included.

Z.WAI kloor

The data shown in Tables 1 and 2 will be used to illustrate

the research presented here in conjunction with application of the

SWAT program. The values in the tables are rankinLL for each of

four experimental conditions. These data were Eenerated to first

represent one subject's random rankings for each of the 27 stimulus

combinations from a 3x3x3 design. This rando.2 or unconditional data

matrix (Uncond) is shown in Table 1. One thousand such random

data sets were generated. In addition, a second set of 1000 randoin

data sets were generated for 64 stimulus combinations in a 4-4;A

desiGn. For each of these 2000 data zets the rows and coluns zwere

next permuted so as to satisfy simple independence 1.erf'ccJy on th

first of the three factors (Factor A). An e.ample Of Cne of tChe

modified data sets in shown in the first nine rows of Table 2. This
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matrix will be described as coming from thu S condition.

Next, each of the 2000 data sets were permuted so as to satisfy

simple independence in two factors, Factors A and B. An example of

a data set from this Double condition is presented in the middle

1of Table 2. Finally, each data set was permuted so as to satisfy

simple independence in all three of the Factors A, B, and C. ThiL

is the Triple condition shown at the bottom of Table 2. The

entire SUAT analysis for each of the four examples in Tables 1 and 2

is presented in Appendix 2.

Throughout the discussion of the foundations of conjoint

measurement we have used the notation Al, A2 , and A3  to

represent our factors. A different way to denote the factors will

now be introduced. Although it ray at first seem confusing to

introduce this additional notation, it is necessary, since these

notational changes are used rather extensively in the SWAT prograw.

VAT uses A, B, and C to represent the corresponding three factors.

This will be'illustrated in Tables 1-12.

• :~~~~~~~~~~~~~~...... ......... ".'2...-. ".."..... .. ".......'...'.... . -. •,.•---,. ... •"-
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Table 1

Zxample of a 3x3x3 Design for Ranked Observations:
Unconditional Data

Matrix C B 1 2 3 (A)

1 1 21.0 13.0 24.0
1 2 22.0 27.0 0.0
1 3 14.0 2.0 9.0

2 1 11.0 16.0 23.0
Uncond 2 2 3.0 7.0 4.0

2 3 10.0 1.0 17.0

3 1 15.0 5.0 26.0
3 2 12.0 20.0 19.0j 3 3 25.0 6.0 18.0

°j
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'I
Table 2

Example of a 3x3x3 Design for Ranked Observations:
Data Martices Satisfy Simple Independence in One,

Two or All Three Factors

11atrix C B 1 2 3 (A)

1 1 13.0 21.0 24.0

1 2 8.0 22.0 27.0
1 3 2.0 9.0 14.0

2 1 11.0 16.0 23.0
Single 2 2 3.0 4.0 7.0

2 3 1.0 10.0 17.0

3 1 5.0 15.0 26.0
3 2 12.0 19.0 20.0

3 3 6.0 18.0 25.0

1 1 2.0 9.0 14.0
1 2 8.0 21.0 24.0
1 3 13.0 22.0 27.0

2 1 1.0 4.0 7.0
Double 2 2 3.0 10.0 17.0

2 3 11.0 16.0 23.0

3 1 5.0 15.0 20.0
3 2 6.0 13.0 25.0
3 3 12.0 19.0 26.0

1 1 1.0 4.0 7.0
1 2 3.0 10.0 17.0

1 3 11.0 16.0 23.0

2 1 2.0 9.0 14.0
Triple 2 2 6.0 18.0 24.0

2 3 12.0 19.0 26.0

3 1 5.0 15.0 20.0
3 2 8.0 21.0 2-5.0

3 13.0 22.0 27.0

.-.
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SUAT allows one to test for si.ple inependence amonE t-

factors, although the approach taken here iL a cor.biration of the

approaches used in COjJOIIT and PCJI:2. The COINJOINIT program tezts

for independence of factors by considering ther, two at a tive.

Independence for A of B would be checked by conparinL the rank order

of the cells for the levels of Factor A at each level of Factor B.

Similarly, a check can be made for the independence of B at each

level of A. StIAT actually uses the PCJI.2 algorithm to test for

I independence as presented in the formula in Equation 2. That is,

Mall possible tests of independence are checked. In the reuainder or

this section the SWAT analysis will be illustrated with the data in

i Tables 1 and 2 with the Unconditional and Double data matrices.

To illustrate the test of the property of independence in

SWAT, let us look at the A x B matri:: at fixed Level 1 of Factor C

for the Double data ratrix in Table 2. 17ote that in comparinL the

rank brders of the three c " of this matrix, there is perfect

agreement. Eence, we say "B is independent of A" at Level 1 or

Factor C. It is also the case, however, that ". is independent of

A" at Levels 2 and 3 of C (the second and third matrices), and

can say iaiply Chat "B is independent of A." in co:parable :.:aei"

- . .- 7
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we can look at the ranks of the r for tht A x B matrix at each

level of C. Again, we find perfect rank order a~reement. Hence, we

also say "A is independent of B." It is important to recognize that

"A independent of B" does not imply nor is iLiplied by "B independent

of A." To illustrate this, suppose that the data values in cells

(3,2,1) and (3,3,1) had been reversed so that (3,2,1) is row 27 and

(3,3,1) is 24. The rows are still in the aame rank order but the

columns are not. Hence, A is still independent of B, but

independence of B from A would be violated. A second point to

recognize is that we are only looking at independence fcr two

factors at a time at this point.

For the unconditional data in Table 1, SW.AT would produce

the results for tests of independence shown in Table 3. As was

mentioned above, SWAT actually tests all possible combinations of

levels of the factors for simple independence. in the case of

Factors A, B, and C with three levels each there are 3x36 100

possible tests for each factor. In the case of four levels fcr tach

factor there are 6x120 T20 possible tests.

I&<
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Table 3

Results of Tests of Simple Independence for Unconditional
Data in the 3x3x3 Factor I:atrix

A INDEPENDENT OF B AND C

IUMMER PERCMFT PERCEI;T SIGNIIF
OBSERVED EXPECTED

HAMI- JN. TESTS POSSIBLE: 108.0
TOTAL TESTS: 108.0

SUCCESSES: 52.0 0.J81 0.500
FAILURES: 56.0 0.519 0.500

B INDEPENDENT OF C AND A

iU1I.ER PERCE.IIT PERCEIT SIC:1IF
OBSERVED EX:PECTED

M4=1.AXI TESTS POSSIBLE: 103.0
TOTAL TESTS: 108.0
SUCCESSES: 56.0 0.519 0.500
FAILURES: 52.0 0.419 0.500

C INDEPEKDE11T OF A AND B

N.UEBER PERCENT PErCZI:T SIG:;IF
OBSERVED EXPECTED

I.L4XI41 TESTS POSSIBLE: 103.0
TOTAL TESTS: 108.0
SUCCESSES: 66.0 0.611 0.500
FAILURES: 42.0 0.389 0.500

.
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Table 4

Results of Tests of Simple Independence for Double
Data in the 3x3x3 Factor I.atrix

A INDEPENDENT OF B AND C

NU IBER PERCEITT PERCEI:T SIGNIIF
OBSERVED EXPECTED

IiAXTi UI, TESTS POSSIBLE: 108.0
TOTAL TESTS: 108.0

SUCCESSES: 108.0 1.000 0.500
FAILURES: 0.0 0.000 0.500

B INDEPENDENT OF C AND A

UIER PERCEPT PERCEIT SIGI1IF
OBSERVED EXPECTED

1,AXIM1UI TESTS POSSIBLE: 108.0

TOTAL TESTS: 108.0
SUCCESSES: 103.0 1.000 0.500
FAILURES: 0.0 0.000 0.500

C INDEPEUDMT OF A AND B

NUIBER PERCENT PERCENT SIGI'IF
OBSERVED EXPECTED

i-1=01,11 TESTS POSSIBLE: 108.0
TOTAL TESTS: 100.0

SUCCESSES: 88.0 0.815 0.500
FAILURES: 20.0 0.185 0.500

* * U.*. .. U.*~ * %.,.-
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In looking at each level of Table 3 we find that of the 108

tests of each factor there were about 50% violations in each case.

The actual observed proportions were .519, .481, and .389 for

Factors A, B, and C, respectively. Since under a "Random Data

Iodel" one would expect an error proportion of .500, SWUAT provides a

test of the hypothesis that p = .500 or that the data fit the Random

Data Model against the alternative that p < .500. In the case of

this data, the results are not significant for all three factors at

the .01 level. It is important to note that the normal

approximation that is used for testing the hypothesis that p = .500

is even more of an approximation since all 108 tests in each case

U " are clearly not independent. The practical sirnificance of this,

however, appears to be minimal (of. UyCren, 1979). Finally, Table 4

presents the results of the simple independence tests for the Double

3 data. As shown in the table it must be the case that there are no

violations of simple independence for Factors A and B.

Table 5 indicates the additional tests of the simple

independence axiom. The values in Table 5 are i'enuall's

Coefficients of Concordance (U) across rows or across columns at

each level of the outside factor. Thus, if independence is

satisfied, then the rows ana coluz.ns of the data natri;: in Table 1

should be like those in tha Trirle condition in Table 2 w;ith all

rows and colurns beinC in the =sar.e rank order, yieluin- V ........
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equal to 1.0. This is clearly not always the case with real data.

For the Double condition data, however, it uust be the case that

"A of B", "A of C", "B of A", and "B of C" coefficient values are

all 1.0. To the extent that some of the U values are near zero we

may have either (1) nonindependence of factors, (2) desenerate

levels() of somc factcr or facters or "2 irrelevance of a fuctor.

The last pcsibiiity is particularly intere-tinJ2rc,. a: euprrica"

standpoint. Suppose that one ,ere to finC the "J values of 1 .0 in

Table 5 for two of the factors when simple inrdpendeice is tested.

One mihht be tempted to conclude that no sLpl3 conjoint rule can be

applied to tie data. However, violations of independence would be

restricted to Factor C. Violations may have occurred here because

the individual did not differentiate among the levels of Factor C.

In this case, the subject's jud uents or ran:in;-s of alternatives

would be based on the combination of only the two independent

Factors A and r.

As was described above an atteupt was made to investigate

violations of the axioms under several different conditions. In

particular, the degree to which simple independence was satisfied

was varied. Table 6 presents the results cf the extensive search

for violations of simple independence for eac,; of the four typc- of

data matrices for the 3x-- and 4::4x4 desiLn. Several ii:,c.rzaaz;

points can be made fro,: the rercrted uean r-roportio. in this table.
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First, as expected the "Failures" column indicates that the observed

J proportions of violations of the simple independence axiom is very

close to what one expects for random data -- namely a value of .500.

These values indicate that the random number generator used in the

study appears to be very good. It is interestino to note, however,

that the proportion of failures in the Single and Double conditions

for the remaining random factors are slightly less than .500. The

remaining columns in Table 6 divide the failures into two types,

AoLnn and tradeoff. Recall from Equation 2 that in simple

independence we are comparinG two levels of one factor (aI and

b1 ) at two combinations of the second and third factorz

([a2 ,a3] and [b2,b3]). A violation occurz when

a1  > a2  for one combination and a < a2  in the

other. Ie then define a dominant f aL one for which

Ithe a2  and a3  levels in the [a 2 ,a 3 ]

combination dominate or are domiinated by their respective

counterparts in [b2.b3 ]. . _ are defined

as those that occur between stimuli where one stimulus does not

douinate the other on both of the combined factors. Fcr examiple,

(1,1,1) > (2,1,1) but (1,2,2) < (2,2,2) would result in a dominant

violation since for the two outside factors (1,1) is dorinated by

(2,2). The test (1,2,1) > (3,2,1) but (1,1,3) K (3,1,3) is a

tradeoff violation since (2,1) does not domina e and i not

dominated by (1,3).
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Froa Table 6 it is clear that under random data assumptions

one should expect the proportions of dominant errors to be .375 for

a 3x3x3 design and .350 for a 4x4x4 design. These proportions may

prove to be very valuable in evaluating the fit of an additive model
'.

in an empirical situation. First, these values give a benchx:ark to

indicate whether or not a individual subject's data is beinL fi*

significantly better than would be expected by chance. Second, the

conditional proportions of failures indicate some interesrin-

results. These proportions are simply the conditional proportions,

p[dominant failure 1 failure] and p[tradeoff failure failure].

Although the unconditional proportions of failures seer:- to decrease

as the number of factors satisfying simple independence goes frow

zero to one and to two, the conditional values of p~dominant 1
4'

failure] and p~tradeoff 1 failure] reuain constant at .750 and .250

for the 3x3x3 design and at .700 and .300 for the 4xJ4,z4 design

respe ctiv ely.

These latter results suGes-t a means of testing bet:een two

possible sources of violations in an individual subject's data. It

seems reasonable that violations uay occur either because (1) the

subject ignores the factcr(s) conpletal' or -2) thE nubJect use-, it

fi-ctor but in a non-incependeit way. t seens reasoniable .hea in

the gorr..r case when the faczor i iznor"d th daa':ou ld actda

ranclou data :ir."h the rcorpions of o;,.,ant a ;.'adecff crror,.
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w
being similar to those presented in Table 6. in the latter case,

however, if the individual is in fact attending to the factor then

an overall reduction in failures w*ould be expected, at least to a

moderate degree. The important aspect here is that this reduction

should show up to a greater e:tent in the dcrinarat testa. It is

clear that regardless of tht cc-bination rule used lb,; t 1 e

individual, conparisons amon- stimuli that doninate others or all

factors are easier to nake and are .ore i-ely to satisfy the

independence axiou. This suggests an importanL possible means of

examining individual subjects' data irn more detail.

S Table 7 sumrmarizes the resultzs of the Kendall's Coefficients

of Concorcance values that were found in each o' th' 1000 data set-
4.

in each of the four conditions. The values in the table arc thc

means based on the 1000 data sets in each case. These valuez are

also useful in providing a benchLiark fro: which t- can cczpare

empirical results. It is important to note that in no case are

*- these Lean coefficients close to zero. In particular, .hese .ains

increase draatically for non-independent factors if one or nore of

the reaaininj factors do satisfy independence. Sii.ce these viue

are means, it is clear that an zinpresively lare value could

occur in any CLiven case fairly Qasily by chance alone. Ft cc, ; iz

iz.pcrtant to noL zse these observed !, v..lues; :uu.-vI. U ti

conjunction with trie infcri.ation fcuud in Table 6.

| U,
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Table 5
Coefficients of Concordance fcr Simple Independence
frog Unconditional Data in the 3''3x3 Factor 1-;atrix

I'MDEPENDENCE: FACTOR C IS THE OUTSIDZ FACTOR.

1 2 3
B OF A .333 .778 .000
A OF B .111 .444 .111

IIIDEPENDE11CE: FACTOR A IS THE OUTSIDE FACTO2.

1 2 3
C OF B .778 .111 .778
B OF C .111 .444 .778

INDEPE DEICE: FACTOR B IS THE OUTSIDE FACTOR.

1 2 3
A OF C .778 .778 .778
C OF A .111 .778 .778

____ ___ ____ ___ ____ ___ ____ __

I'-' . * a * . S * . ** . . . . . . . .. . * S
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Table 6

Observed Error Proportions for the Simple Independence
Axiom for 3x3x3 and 4x4:4 Designs

Analysis Test: Failures Dominant Failures: Tradeoff Failure-:
Uncond'l Cond'l Uncond'i Cond'l

Factor 3 4 3 4 4 3 4

A of B,C .500 .500 .374 .350 .749 .700 .126 .150 .251 .300
Uncond B of A,C .499 .501 .374 .350 .750 .700 .125 .150 .250 .300

C of A,B .498 .501 .374 .350 .751 .700 .124 .150 .249 .300
(Expected) .500 .500 .375 .350 .750 .700 .125 .150 .250 .300

A of B,C .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
Single B of A,C .453 .463 .330 .317 .728 .678 .123 .151 .272 .322

C of A,B .457 .468 .332 .317 .728 .673 .124 .151 .272 .322

A of B,C .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
Double B of A,C .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

C of A,B .384 .392 .233 .274 .750 .69C .096 .113 .250 .302

A of B,C .000 .000 .000 .000 .000 .000 .000 .000 .000 .000
Triple B of A,C .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

C of A,B .000 .000 .000 .000 .000 .000 .000 .000 .000 .000

lote: Each riean proportion is based on 108,000 tests (103 tentL for each
of 1000 data sets) or 720,000 te_s -Lcr the 333 .:id 4::4-:4 dCcisns
respectively.

i.i ,r , N X , .i4 .-, -.; -, -.-..,:.°..... ..... .. .. .. . ... ..-..... .. ..
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Table 7

"-ean Kendall's Coefficient of Concordiance Values for
Simple Independence in the 3x3::3 and 4x4xd4 DesiEgns

Analysis Design A of B A ofC B of A B of C C of A C of

Uiioond 3 .327 .338 .329 .333 .327 .329
Uncond 4 .252 .248 .251 .2148 .249 .250

Single 3 1.000 1.000 .5718 .342 .571 .333
Snl14 1.000 1.000 .537 .243 .53Q .248

Double 3 1.000 1.000 1.000 1.000 .519 .571
Double 4~ 1.000 1.000 1.000 1.000 .557 .536

Triple 3 1.000 1.000 1.000 1.000 1.000 1.000
Triple 4 1.000 1.000 1.000 1.000 1.000 1.000

N~ote: Each uean value ini the table is based on 1000 data
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A

Joint InnIegflnaflgf

Table 8 presents similar results for joint independence for

the unconditional data. The 1! values are all noderately low as one

-14 might e::pect. These coefficients are sonewhat difficult to

interpret in and of themZelves. Hence, SUAT aEain prer.ents a

suLmary of the actual tests of joint independence in the data. To

understand the implications of and the differences between the tests

of simple independence (Table 3) and joint inoependence (Table 8),

it is important to follow how the -values were coputed. First, we

will illustrate simple independence with tIie value of U = .333 from

Table 3. This value was obtained from the check of independence for

B of A at level C1 . It was obtained by comparing tih rank

orders of the followin- three sets (a-a 3 ) of three numibers

S(bl1b 3)

(1) 21.0, 22.0, 14.0

(2) 13.0, 27.0, 2.0

(3) 24.0, C.0, 9.0

In a comparable manner independence for A of B at level c wh .re

. .111 was obtained by comarinz the rank order, of the three zota

(bl-b ) of three numberz (a1 -a3)

- - . ............w4 ,,,}, , * ,J .. .: ... ., ,... .. -- '.. ...- ... ..-. '.. .. - ...... . .. . -• - -
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(1) 21.0, 13.0, 24.0

(2) 22.0, 27.0, 8.0

(3) 14.0, 2.0, 9.0

The joint independence value of 1.1 = .346 from Table 8 for "C of AB"

was obtained by comparing the ra ik orders of the f'ollowinL nine 6ets

([aI ,b1],[a I ,b21,..., [a3 ,b3]) of three

numbers (ai-3

(1) 21.0, 11.0, 15.0

(2) 22.0, 3.0, 12.0

(3) 14.0, 10.0, 25.0

(9) 9.0, 17.0, 13.0

Finally, W= .578 for "AB of C" was found from, the ranks of three

sets of nine numbers:

(1) 21.0, 13.0, 21.0, 22.0, 27.0, 3.0, 14.0, 2.0, 9.0

(2) 11.0, 16.0, 23.0, 3.0, 7.0, :4.0, 10.0, 1.0, 17.0

(3) 15.0, 5.0, 26.0, 12.0, 20.0, 19.0, 25.0, 6.0, 1,.0

M n.. . . .
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In a manner comparable to that discussed above for the

simple independence axiom, mean proportions of violations were

computed for the 1000 data sets in each of the four independence

conditions and each of the two stimulus designs with the joint

independence axior. The results of these tests are sumiLari-ed in

Table 9. The "Failures" coluLn then indicates the mean errcr

proportions for tests of joint inoependence when either zero, one,

two or all three factors satisfy simple independence. Several

important results are shown in this column. First, as might be

expected for random data the probability of observing a violation of

joint independence is .500. When even one factor satisfies simple

independence, however, the expected proportion of violations drops

to .245 for tests involving the one factor satisfying simple

independence. It is also interesting to note that the error

proportions again appear to be about the Laue for ei-her the 3::3x3

or 4x4x4 -design. Fially, the Triple data indicate an important

finding that is often overlooked when exaiaining real data. The

proportions of violations in the Triple data are about .07 despite

the fact that simple independence is satisfied perfectly for el!

three factors. If joint iadapencence holds A%r all pairs of

factors, then independence holds for eac, factcr. T*L, converse ia

not true, however. Simple incependeace does .ot cit

independence.
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The tests of joint independence were divided as before into

dominant and tradeoff tests. D tests are defined as those

for which the levels of the joint factors were both strictly

dominant in one of the stimulus pairs. Tradeoff tests are defined

as those for which the levels of the joint factors are strictly

dominant in one direction for one factor and in the opposite

direction for the other factor. Finally, we define weakl:

d tests as those for which there is equality of levels on

one of the joint factors and dominance on the other. Thus we can

have weak dominance on the first or the second factor of the pair of

joint factors. An example of a violation of a sLrict dominance

test, a weak dominance test on Factor A, a weal: dominance test on

Factor B, and a tradeoff test for joint independence of A atid D fror:

C are shown below:

Strict doinance: (2,2,2) > (1,1,2) but (2,2,3) ' %'1,1,3)

rIeak dominance on B: (2,2,2) > (2,1,2) but (2,2,3) < (2,1,3)

Weak dominance on A: (2,2,2) > (1,2,2) but (2,2,3) < (1,2,3;

Tradeoff: (2,1,2) > (1,2,2) but (2,1,3) < (1,2,3)

Table 9 presents a breakdown of the violations of joint

independence into the four categories illu:trated above. Tliae Lican

proportions are clearly &table for th; uconditionai data L.arice .

When simple independence is satisfied by one or ..cre factoi s,
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however, it is possible to further differentiate among the teztS.
~For the Single data, when simple independence is satisfied by Factor

A, tests of joint independence of A and B frou C and of C and A from

B result in fewer violations. The weakly domirnant tests indicate

that failures cannot occur in the A,E of C and C,A of E tests if

simple independence ia Factor A holds. When simple independence

holds for Factors A and B, this implies that all violations of joint

independence for A and B of C must be tradeoff violations. Finally,

when simple independence holds for all three factors then all

violations for A and B of C, E and C of A, and for C and A of B are

,radeoff violations.U
The nean Kendall's coefficient of concordance values for the

tests of joint independence are preseated in Table 10. Since these

1 values are based on more or extensive rankings than are the values

in Table 7, they tend to be closer to zero. However, as bimple

independence is satisfied in one or Liore factors, these '. value -

again increase rather dramatically. Observed vdlues from eupirical

data can be impressively hih, even when simple independence holds

in only one factor. The values in Table 10 can be usad for

appropriate comparison purposes.
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Table 8

Results of Tests of Joint Independence for Unconditional
Data in the 3x3x3 Factor Natrix

A X B INDEPEIDENT OF C

IUUI-'ER PERCENT PERCEFT SIGITIF
OBSERVED EXPECTED

HAXIfl1I-4 TESTS POSSIBLE: 103.0
TOTAL TESTS: 108.0

SUCCESSES: 68.0 0.630 0.500
FAILURES: 40.0 0.370 0.500

JOINT INDEPENDENICE: FACTOR C IS THE OUTSIDE FACTOR.
A, B OF C W = 0.578
C OF A, B .4 = 0.346

B X C IDDEPENDENT OF A

NUIZER PERCE,:T PERC',*T S IGIF
OBSERVED EXPECTED

1-Af-IUIL TESTS POSSIBLE: 108.0
TOTAL TESTS: 108.0
SUCCESSES: 60.0 0.556 0.500
FAILURES: 48.0 0.444 0.500

JOINT I11DEPENDM;CE: FACTOR A IS THE OUTSIDE FACTOR.
B, C OF A 1 = 0.437
A OF B, C W = 0.086

C X A IITDEPEUDEI:T OF B

AIMER PERCENT PERCEI.T SIGNIF
OBSERVED EXPECTED

'AXfUi TESTS POSSIBLE: 103.0
TOTAL TESTS: 108.0

SUCCESSES: 56.0 0.519 0.500
FAILURES: 59.0 0.481 0.500

JOINT 11DEPENDE1NCE: FACTOR E IS ME OUTSIDE FACTO .
C, A OF B =0.374
B OF C, A 1 =0.160

La.-% ' , , , . " . .-*., . ,*. ;,,, ....* . .... . •. • .*
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UTable 9

Observed Error Proportions for the Joint Independence
Axiom for 3x3x3 and 4x4x4 Designs

Analysis Test: Failures Dominant Tradeoff 1.1eak Weak
Failures Failures Failures Failures

1st Factor 2nd Factor
Factors 3 4 3 4 3 4 3 4 3 4

A,B of C .495 .500 .123 .150 .123 .150 .124 .100 .124 .100
Uncond B,C of A .500 .502 .124 .151 .125 .150 .125 .100 .126 .0S

C,A of B .503 .501 .125 .151 .126 .150 .125 .099 .127 .100
(Expected) .500 .500 .125 .150 .125 .150 .125 .100 .125 .100

A,B of C .245 .233 .061 .067 .061 .066 .000 .000 .123 .100
Single B,C of A .332 .335 .082 .100 .082 .101 .083 .060 .084 .066

C,A of B .243 .234 .053 .066 .060 .067 .124 .100 .000 .000

U A,B of C .079 .076 .000 .000 .079 .076 .000 .000 .000 .000
Double B,C of A .190 .183 .048 .052 .043 .054 .000 .000 .094 .077

C,A of B .140 .118 .027 .025 .028 .026 .05 .067 .000 .000

A,B of C .053 .047 .000 .000 .053 .047 .000 .000 .000 .000
Triple B,C of A .075 .071 .000 .000 .075 .071 .000 .000 .000 .000

C,A of B .046 .040 .000 .000 .046 .040 .000 .000 .000 .000

H oto: Each mean proportion is based on 10C,000 teszs (103 tests for each
of 1000 data sets) or 720,000 tests for the .. -" and 44 4 de-i-as

respectively.

N

3
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Table 10

L:ean Kendall's Coefficient of Concordance Values for
Joint Independence in the 3x3x3 and 4x4x4 Designs

Analysis Design A of BC B of CA C of AB BC of A CA of B A of C

Uncond 2 .110 .113 .114 .26" .279
Uncond .063 .061 .062 .247 .249 .250

Single 3 1.000 .202 .1O6 .612 .757 .753
Single 4 1.000 .131 .133 .577 .760 .751

Double 3 1.000 1.000 .341 .331 .39C .950
Double 4 1.000 1.000 .301 .839 .925 .956

Triple 3 1.000 1.000 1.000 1.000 1.000 1.000
Triple 4 1.000 1.000 1.000 1.000 1.000 1.000

Uote: Each mean value in the table is based on 1000 data sets.

• . . § - , -



45

I

Dniabl anclato Aad DistributrivAne llaio

Tables 11 and 12 present the surznaries of the results

obtained from the analyses of the double and distributive

cancellation a:zioms. Several points are of interes; here. It is

important to note that both of those cancellation axzioi:i have

several antecedent conditions that need to be net before a test is

bpossible. For double cancellation there are two such antecedent

conditions and for distributive cancellation there are three.

Hence, both of these tables first present the proportion of all

tests that were actually possible in the data; that is, tests "hat

met the antecedent conditions. For double cancellation this is not

a trivial matter in practice, since as Table 11 illusratcs, fcr

3 random data only one-third of the tests can be expected to meet the

antecedent conditions.I
As more order is present in the data, the prc porrion of

possible tests increases. It appears fron Table 11 thit if two or

3 all three factors satisfy sirple independence, then abcut two-.thirds

of all tests are possible. 17ence, these proportionsru- e t-.at

the nurber of possible tests ia the data nay be as ir.portant a. the

uuzuber of violations of these tezts fcr the double c~a ellatiun

axiom. Several pcir.r. are lulestea hero. lrzt, th, prcfc i n cf

U % ,, , ... -..,. ..o. ... . .. .., . .....: , , ,. ...,.
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possible tests may upon closer exainztion in further research alo;

for a distinction between violations due to randonness and

violations due to a non-additive zodel. Second, it iL clear that

even if simple independence holds for all three ftotors, not all

tests of double cancellation will be possible. This nay LeCu

zomew-ehat counterintuitive at first since both a::io:L are necessary

for an additive model. However, the twoF a-:ionz are tzauining

properties of the data that are, thouch clearly r;lateu, so:e;naL

unique.

The relationship between siuple independence and couble

cancellation is seen more clearly in tile prcpcrtions of failures in

Table 11. The research presented here clearly dOLOns~tateZ t.e

usefulness of the error theory approach. !heu: sInple indepe.dance

Is satisfied by one of the factors A, the proportion of violations

of double cancellation drops greatly i for teLts in *ctii the MO

and A.C planes. Wlhen siple independence is_ atisfied by all tiree

factors the proportions of conditional violations 'that is, a

violation &iven a test is poss'ble) drops to about io to 17".

Hence, the researcher usiaL coaJoint soalinc t o auld not

be overly optorAstic about an addiivre nodCJ w;n cod_.icn.i. ci'rcr

ratt.. for double cancellaicn are around ten to :iteen tocc .

Therevarlu; can be obtainec for rany noZadaiive datazct - s long

as simple independence is noz; v-Clat cy _:u, C :,c re X.c:u. ...

U.

"% e-% ...-%,t ,l , ' ' .\ - , - " " " '-' " • 7- .." - • " "K- " ' " --. " . -. •



The last. a::ion, distributiva cancellation, is -an::ned in

Table 12. it is clear from the resuits suL1.1rized in this table

that the distributive cancellation aziom is not a useful diarnostic

"1 tool fcr the conjoint scaling researcher. The aion is a very weak

one. First, it is interestin:E and soraewhat surprising that for even

randon daka the proportion of tests that neet anlece

conditions is very hirLt in all cases, e;xceedin- 90,. Second, even

for random data only about 25 of the tests will result in

violations. When independence is satisfied by one or more of the

factors, the proportion of violations is reduced considera61y.

The error proportions are, in fact, so small that the data alziorz

look as thoug. they are nearly perfectly satisfied. The error

proportions are in the 1;] to 21 rance when two or three factors

satisfy sitiple independence. Those results are also very izporzal.t

for the researuher using conjoirt scaliri; .a thodoloLy. iz: clear

,hat a conclusion of additivi'y based on error ratees in t-h6 11:;o 5 ,:

ran-e or distributive cancellation could be quite erroneous. One

could easily Let such seerain~ly inpros.iva reaults when the iodel i

not at all additive. in fact, one could easily Let such resuit:

whi .i , one factor satisfies sin[plc indepenuence.

°. - q - I
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Table 11

Observed Error Proportions fcr the Double Cancellation
Axiom for 3x3x3 and 14:4x4 Designs

Analysis Test: Prssible Failures Conditional
, -,Tests Failure--

FautorL 2 4 3 4 3 4

AxB plane .356 . 331 .269 .247 .757 .743
Uncond BxC plane .325 .332 .249 .248 .766 .747

C:A place .341 .330 .253 .247 .743 .74C
(Expected) .333 .333 .250 .250 .750 .75G

AB plane .475 .509 .063 .049 .144 .097incSinle BxC plane .326 .339 .250 .250 .768 .750
CxA plane .490 .509 .052 .051 .106 .100

AxB plane .623 .643 .095 .064 .152 .100
Double 3xC plane .435 .509 .065 .050 .135 .0oS

CxA plane .639 .718 .021 .014 .022 .020

AxB plane .654 .654 .101 .053 .155 .031
Triple D.xC plane .642 .639 .097 .063 .154 .099

CxA plane .790 .3.37 .037 .018 .047 .022

*!ote: IFean prcpcrtions in te table are based on 3000 te
(3 tests for 1000 data sets) and 64000 tes; f~r tIe
3x3x3 and 4;-4.:4 desijns respectivel;.

,p., . % , .. - , . . . . . . .- . - . . .. ... . .
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Table 12

Observed Error Proportions for the Distributive Cancellation
Axiom for the 3x3x3 and 4x4x4 Designs

Analysis Test: Possible Failures Conditional
Outside Tests Failurez
Factor 3 4 3 4 3 4

A cutaide .971 .971 .254 .255 .261 .262
Uncond B outside .971 .972 .257 .255 .257 .262

C outside .971 .971 .249 .255 .265 .263

A outside .996 .996 .044 .053 .044 .053
Single B outside .932 .922 .069 .053 .073 .057

C outside .930 .922 .060 .053 .074 .054

A outside .989 .934 .012 .012 .012 .012
Double B outside .956 .930 .021 .018 .022 .020

C outzide .907 .900 .030 .010 .033 .020

A outside .984 .979 .005 .004 .005 .004
Triple B outside .945 .910 .008 .006 .003 .005

C outside .923 .910 .010 .005 .010 .006

Note: Ilean proportions in the table are based o. 243,000 tests
N (243 tests for 1000 data sees) and 7,776,000 tescs for the

3x3x3 and 4x4x4 designs respectively.
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COCLSIN AM SU, GE. 10 Ih FO FURTHER RESEARCH

Subjective assessuent techniques for zcalin; the joint

effects of several psychological variablez have been of interest to

social and behavioral scientists for years. In particular, models

suggesting that the joint effect is a function of an additive

combination rule have been suggested in nany applications. in

practice, the scaling has been applied to a limited number of

interesting situations, however, because the properties of additive

conjoint measurement have not been well understood (cf., lygren,

1980; Wallsten, 1976). This research project has dealt uith one

aspect of these theoretical foundations, the violations of the

properties in the axiom system associated with additive conjoint

measurement. It is felt that the results presented in this paper

will provide useful data by which the applied researcher can

evaluate the fit of an additive rodel to his or her own data sets.

However, a number of additional studies are clearly needed if

additive conjoint i.easureuent is to becone a powerful zcalin&

uethodology. These areas are listed below.

1. . . . . .. . . .0f . .cd.i ion s..
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errors. This project was limited to an exaination of

what happens to violations of the conjoint meazurement

axioms when simple independence is satisfied by none, one,

two, or all three of the factors. The results are certainly

encouraginC with respect to being able to set expected

violation proportions. it seems reasonable to suggest that

other axioms (e.g., double cancellation) serve as the

conditional axiom for evaluating expected error rates.

Related to this is an issue that was not touched upon in

this project. Here we started with random data and added

order to it systematically by satisfyin.- siple independence

in one to three factors. Auother approach LiGht be to work

in somewhat of an opposite direction. Ue might start with a

perfectly additive data set and systeziatically add random

error to it. We then would test for violations of the

axioms. What this would do for the applied researcher is to

allow him or her to determine expected violations of the

axioms for different amounts of error in the zubject-' data.

For example, if one knew that a particular conjoint scaling

task was Very deuandinL of a Lubject and could estimate

(from previous research) the dearee to which error can be

expected in a subject's judgments, then the researchor could

compare violations of the a-:ioLs tzih thIe :ppropriata values

expected under these concitions. For a dandn ta.. one
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might be expected to allow for -:ore violations ,:hen

evaluating the fit of an additive model.

2. t gf oodness-of-fit of

§ in;, s. Originally, the project also

included as an objective th evaluation of thie fit of an

additive scaling solution to the cenerated data sets used in

this study. HoWever, it soon became apparent that the cost

in terms of computer time for evaluating several nonietric

computer algorithms (IOIJA1,OVA and S'JAT) would have been

prohibitive for this project. Hence, this aspect of the

project was abandoned. It is, however, as im.portant as the

testing of the a.:ions that was done hare fcr several

reasons. First, the actual scaling solutions fo1 data sets

that fit simple independence in zero to three factors may

reveal other aspects of additive models that are not readily

observed in the tests of the axioms. Seconc, since

virtually all applied researchers are in't'ersted ill

obtaining additive scalin solutions for t1hecir data iett, it

would be extremely useful to know how good the

"oodness-of-fit" measure need be in the scali- soltILon tc

support an additive nodel. A next step in this pro.iect

sequence would be to parallel the prccecure used %:itL- t

a..iom testing porion of S'AT With an ana&yiii ca the

. . . . . . . . .a " b .. " .*,S ,. ..." . ., ... "'.. . . . .
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scaling algorithu in SUAT.

3. Coprio qf if erent calin

alaoribL. Once a researcher has found evidence

supporting an additve model in his data (based on the axiou

tests in SWAT), he or she is still able to choose from zziong

several different scalin, procedures. Uifortunately, very

little comparative data is known about the algorithms used

in these programs under different conditions. For example,

it is not known whether the algoithu in SUAT or the one in

LONAOVA uight be the better to usc when error is present in

I the subjects' data or uhen there are mzissing data. CleLrly,

a systematic study comparing the algorith;is in tht several

different additive scaling procrans would be very beneficial

3 to the applied researcher. It is entirely possible that one

algorithm may be raore robust in some conditions but not in

others. .:any studies of this nature have been done in thi

5 area of multidimensional scaling. Comparable quaii

studies are needed in conjoint scaling.I

a: . : -"._'. '° .' - , . - ",". - - "'" "•""-" - - -" "
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"SWAT" is a computer program writter in Fcrtran IV that
can be used to test for violations of the axioms for conjcirt
measurement proposed by Krantz and Iversky (1971). In
addition, the program will also prcvide an additive scaling
solution based on the data. SMI is a combination of what
the author believes to be the mcst useful Farts of several
separate computer programs. First, SWAT Frovides sCme cf the
same information as does Vallsten's (1974) CONJOINT program
for testing the conjcint measurement axioms. However, SWAT
provides a more detailed analysis of violations of these
axioms, especially for the critical axioms of simple indepen-
dence and joint independence. In addition, SWAT is written
in Fortran, whereas CONJOINI is written in PL/1, a language
that may not be used at some computer installations.

SWAT also encompasses much cf another axiom testing
program for conjoint measurement. It employes scme cf the
same algorithm used by Ullrich and Cummins (1973) in their
PCJM2 program for examining independence, joint independence,
double cancellation, distributive cancellation, and dual-
distributive cancellation. SWAT, houever, makes some very
important corrections to logical and theoretical errors made
by their PCJM2 analysis of the conjoint measurement axioms.

Finally, SWAT employs a modification cf the algorithm
for conjoint scaling first suggested by Johnson (1973). Ibis
simple, yet very useful, ncnmetric regressic procedure has

A been incorporated into SWAT and has teen generalized to te
more useful for applied research.

Th4 SWAT program has teen written with additional
expansion and generalization in mind. A new extended version
of the program, SRA12, is currently teing written. SWAT
contains several parameters and features of various
subroutines that will he available in SWAT2. These features
are ignored by SWAT and have no effect or its algorithms
or output. Some of these features will te obvious tc the
trained Fortran programmer. However, these parameters and
related features should not be used in SVAT, since (1) tLey
have not been completely checked fcr accuracy, (2) no
documentaticn is currently available fer their use, (3) use
of these features may affect the validity of SWAT results,
and (4) several of the features will only ke useful with
applications of theoretical developments currently tsing
studied by the author.

An effort has been made to find all typographical errors
and inaccuracies in this manual. Nevertheless, some mircr

.o,
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problems may still exist. if inaccuracies are fcund, please
report the. to the author.

.NO
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* *

* To call this program for the source deck form frcm *
* the tape "CDSCAL" or some ccuparatle tape or disk *
* unit, use the fcllcving jcl cards: *

* 1) your id card *
* 2) // Thft=2,SEGION=3G00 *
• 3) ,/ EXEC POR!CBONJIH.GC=2, B!GXCN.GO=300

4 I) //FOBT.SYSIN VD U IT=TAFI,9#1L=SER=CDSCA[, •
• 5) /, DISV= (CID, SS),DSN=S1AT.V11, *
* 6) / LADEL=(I,S1), *
* 7) // DCB=(RCPB=FB.IBECL=80,BLKSIZE=160) ) •

8) //GO.S!SIN iC * *

* 9) Input deck as described below (contrcl and *
• data cards go here.) *

*10) /* *
11) ,,

• NOTE: FORTSUN is a proc specific to the ccsputer •
*system at The Chio State University. Other instal- *
latious may require a substitute rase on Statement 3.
For example, FOITHCIG may be used on IBM machines. *

*

* *
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,* Input Deck Irrangement *

Cardis) A. (jcl cards- see atove cards 1 tbrough 8.)

Card E. Initial parameter values card.

This card is mandatory.

2- 4 1I = UlS, if the axiom testing procedure is to te
done on the data.

6- 8 ICON = YES, if a conjoint scaling analysis is tc to
* done on the data.

12 NF number of factcrs; maximum is 5 for SEAI.

16 DINI number of levels cf the first factor;
maximum is 5 for S11.

20 D152 nuser of levels cf the second fact r;
maximum is 5 for SUIT.

24 D183 numter cf levels cf the third fact r;
maximum is 5 for SUIT.

28 DI34 number cf levels cf the fcurth factor;
maximum is 5 for SUIT.

32 D185 numer cf levels cf the fifth factor;
maximum is 5 fcr SWi.

36 NBLKS number cf blccks cr trade-off matrices
present in the data; max=3 for version 1,
max=5 for Version 2; the saximum number of
stimuli in each blcck is 125 fcr either

5 version.

39-40 11P number of data matrices (i.e., sutjscts or
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tc be independently rescaled. The maximum
is 30 for SIAl.

42-44 FLAG = IES, if data consist of more than one
observaticn per cell.
Ctheruise, the prcgram expects cnly one
observation per cell.

47-48 INiZE If INUIP equals -1 or -2, it indicates
one data pcint per cell.

-1, if data are in a random cr non-natural
order, one ctservaticn per card.

= -2, if the data are in the natural order,
strung cut cr cne per card.

If INTI equals 1, 2, 3 or 4, it indicates
multiple observations per cell.

= 1, if data are in a random or non-natural
order, cue replication per card.

= 2, if data are in the natural order with one
replication per card.

= 3, if data are in a random or non-natural
order, all replicaticns per card.

= 4, if data are in the natural order witb all
replicaticns cn a card.

If INTIE equals 1 or 3, the nuster cf
replications ceed not be the same in each
in each cell; if equal to 2 or 4, the
nuser of replicaticns is assumed to be
equal for all cells.

49-56 EMPIT a real-valued number indicating the cutoff
for data to be treated as missing; all
cbservatics equal to or less than the
value of INEN1 will te ignored.

58-60 OVBD = YS, if the data for all subjects are tc be
averaged regardless cf hcv well the sets
of judgments are correlate with one
another.

64 JUNII = 0, if input data values are cc punched cards.
= N, if input data values are on logical unit

numter too.

. .-..-...-............-................ ..
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67-68 UCAUD number of title or description cards
used; maximum is 99 for SAI.

Card C. Initial parameter values for testing the axics.
This card is present only if Ill = YES; cthervise
skip to Card B.

2- 4 AII2ST(1) = YES, if simple Independence among the
factors is to te tested.

6- 8 AIIST(2) = YES, if Double Cancellation among the
factors is to be tested.

10-12 AI EST(3) = YES, if Joint Independence among theI factors is to be tested.

14-16 AXIUST(4) = ITS, if Distributive Cancellaticn among
the factors is to be tested.

18-20 AITBST(5) = YES, if Dual-Distributive Cancellation
the factors Is to ke tested.

22-24 PRINT = 0, if none of the violations of the axioms
are to be listed. That is, the user tasU the option of having the SWAT program list
all or part of the set of violations of
each axiom. If PlN = 0 is specified,
the violations will not be Frinted. The
maximum value cf ESI! is 999 in SWAT.

= 3, if I violations of each axiom are tc be
printed. The user is cautioned to choose
a moderate value of I since an extensive
number cf printed lines could result.

26-2e SUEDE = YS, if the printing of the matrix of cell
violaticns is to be suppressed. It vill
not be printed fo.r any of ths axious.

*.e*e.****$**$*...****e.*.*****$e*e$$$$$$*$$$*.****$$*

The parameters in columns 33-56 apply to tests of
Distributive and Dual-Distzibutive Cancellation only.

for both of these axioms, cue factor is considered the

I : o ; :- ;5:.:;, :i.:. ;:;;-;,,::. ;:;: : i ) ::: %:;:::::) ')::: .::
.............
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woutside" factor. For example, for the Listributive
Cancellation axiom we could have the mcdels:

(A + B) x C, where C is the outside factor;
(A + C) x B, where B is the cutside factor;
(B + C) x A, where A is the outside factor.

30-32 DISILY(1) = US, if Distritutive Cancellaticn
with factcr I as the outside factor
is to te tested.

34-36 DISILV(2) = YES, if Distritutive Cancellation
with factor E as the cutside factor
is to te tested.

38-40 DISTLV(3) = XS, if Distributive Cancellation
with factor C as the outside factcr
is to te tested.

42-44 DDSTIV(1) = IES, if Dual-Distritutive Cancellation %

with factor A as the outside factor
is to te tested.

46-48 DDSTLV(2) = IS, if Dual-Distzibutive Cancellation
with factor E as the cutside factcr
is to be tested. .

54-56 DDSILV(3) = IES, if Dual-Distributive Cancellation
with factcr C as the cutside factor
is to te tested.

Card D. Initial parameter values for conjoint scaling.

This card is present only if the parameter ICON = YES.

3- 4 IIILIN nutber of iteraticns allowed tc reach
the optimal scaling criterion. (7ke
default value is the maximum cf 80.)

6- 8 1l - YES, weighting of the factors is desired.

10-12 ITIES = YES, if ties in the data are tc be left
as ties in the scaling solution.
Othervise, if ties are not to be fcrced
in the scaling solution, SIAI will

t4
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break ties as necessary to improve the
fit of the scaling soluticn.

14-16 LIBEL - IES, if labels descriting the levels of the
factors are ;rovided by the user. Any
eight character descripticn can te used
for each label.
If no labels are provided by the user,
the levels will be numbered from 'I1 tc
ql, where E is the total number of levels
of all cf the factors.

18-20 NPUN IES, if the final scale values for the a
factor levels and for the final scaling
solution mill be punched ca cards.

5 22-24 LAS2!! IMS, if SVA! is to use the scaling sclution
from the last iteration.
If LASTIT is not set to YES, SUIT Vill
use the solution from the iteration with
the lowest IB1IA value.
(THETA is the measure of -adness-of-fit5 used in SVAT.)

26-28 N13B IRS, if the input data is to be reversed; that
is, given values cf the cE;csite sign.
This means that siall data values will
result in large scale values.
If 131V is net set to YPS, the data will
be left as is.

30-32 IPLOI = YIS, if a ploting of the original data
(-axis) vs. the rescaled additive
stimulus values (y-axis) will te drawn
fcr each block cf data (i.e., NELKS).

33-40 ilA an eight digit random nuster to gererate
the initial configuraticn in the scaling
analysis.

Card 2. Criteorion and start card. (Pormat is 2P8.4).
This card is present only if the parameter ICO = IES.

1- a Calls this is the improvement critericn value
for stopping the iterative procedure.

_- ...... ..... .... ............ . ......... ..
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(A typical value is 0.0001.)

9-16 START a real-valued additive constant to te
added to the scale value of each stimulus
in the analysis. 'Ibis value is usually
left as 0.0.

Card(s) P. latels card Es).

These cards are optional and will te included only if the
LABEL parameter cn Card D is set to Y1S. Also, these
cards are present only if the parameter ICON =YES.
The format is (818). Each card contains, in cxder, the
labels of the factor levels. There can ke a maximum of
nine labels per card. Each label can be up to eight
characters in length. Use as zany label cards as needed.

I- 8 13131(1) label for level 1 cf factor 1 (1).

9-16 VIAl! (2) label for level 2 of factcr 1.

17-24 13131(3) label for level 3 of factor 1.

etc.

Cardis) 0. Block identification card(s).

These cards indicate information about each tlock of
data. A "block* is one set of judgments obtained from
the factorial crossing of two or acre factors. 2he
data wi~thin a block can be ccmpared; the data across
blocks are uot directly cuparakle.
There will be as many cards as there are blocks.

921. -RiZABI3U ju

*4 VC(b) number of factors in this Block t.

6- 8 11111(b) number of stimuli or data cells in Block b.

12 1DNA2(1,b) the factor namber for the first factor in

&Il A.1-~-
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Blck t.

16 1DNA2(2,b) the factor numner for the seccnd factor in
Block t.

20 1DBA2(3,b) the factor number for the third fact3r in
Block b.

Por example, suppose that the user bad a
three factor design with the data teing
entered in three tuo-factcr tradecff
matrices. 7hen fcr Block 1, ICHA2(1,1)
might be 1, IDA2(2,1) night te 2, and
IDea2(3,1) would te irrelevant.

Card(s) H. Title card(s). (format is 2014).

Use as many cards as are specified by the Farameter NCABD
on Card a, columns 6f-e.

Card I. format for reading in the data.
The data must be real-valued numbers. The format must
and end with a parenthesis.

Card(s) J. Data cards.

All iREP data matrices will be placed tere, cue behind
the cther. The format gust ccnform with Card H.
These cards uill be different depending cz the value cf
the parameter Iull.

Eff If I1PE = -1, then proceed as follows:
For each data card there should te four numbers on
the card punched in the format specified atcve.

a the level of factor A.

b the level cf factor E.

5 c the level of factcr C.

; -, ,. -/',-.,-, , ., . . . . . . .. . . . - . - -, • ' . - . - -. +.. .. .- .........
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ENTRY the actual data value, a, b, and c 'I
are assumed tc be integers; E!IS! is
assumed to te real.

If ITYPE = -2, then proceed as follous:
Data should be strung out in natural crder. Data
can be cne observation per card cr can be multi-
lobservations per card.

If ITYPE = 1, prcceed as vith I2YP! = -1. There should
be one card for each replicaticn of each cbservaticn.
The last data card should bave a = 999.

If IIYPE = 2, then proceed as follows:
Card 11. The data cards should be preceded by a

Card that has the number of replicaticns
for each cbservatior puncbed in cclumns
3-4.

The data cards should bave cne replication cf each
observation punched cn then.

If ITYPE = 3, then proceed as fcllcs:
Each data card should have the follcuing entries
punched on then:

a level cf factor A. --4

b level of factor E.

c level of factor C.

NE number of replications cf this
observation.

ENTR(1) - EUTR(NE) HE actual data values.

a, b, c, and if are assumed tc be
integers; 151B is assumed to be real.

If ITYPE = 4. then proceed as when I1PE = 2, except that
all replications cf eact cservaticn are on the
same card. Data are assumed to te in the natural
order.

Card 1. End of analysis card.

A blank card tc signify the end of the analysis. If
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U additional anal 1:0: are included, reFeat cardS A J .
7he -lak cad i thelas car inthe atadeck.

im
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********************** **

* S l T A 71 A a E S *

the following example is an illustration cf the use cf SWAT tc
test axioms for and to scale a set cf data from a 4x4x3 design.
2he data are for one subject with three replicaticas of each
judgment. Hence, NEhP = 1 hut FLAG = YES.

YES YES 3 4 41, 3 0 0 1 1 TIS 4 0.00 IC 0 15
YES YES YES YES No 20 YES YES YES YES NC NC NC
15 NO YES NO YES 115 Y1SE5492355
0.0010 0.0000

SL=-.10 SL=-.20 SL=-.30 SL=-.40 PL=1/8 P1=2/8 PL=3/8 PL=I/8
V2=2/8 PV=3/8 P=4/8
EXAMPLE NO. 1. 01! SUBJECT WITH 2B1H2 BEPL.CA'IOUS.

CONJOINT SCALING: BISKINESS DAII.
TEST ALL AXIOMS AND PERPORM THE SCALING ANALISIS.
1 SUBJECT.
48 STIMULI. Xa3X4 CESIGN.
THREE REPLICATIONS OF EACH JUODGEIT.

JAC'ODS ARE:
ABOU'T TO LOSE, 4 LEVELS. -10, -20* -30, AND -40 CENTS.
PROBIBILITY 0 VINNINGI 3 LEVELS. 2/e, 3/8, AND 4/8.
PROBABILITY CZ LOSING* 4 LEVELS. 1/8v 2/8, 3/8, ANZ 4/8.

SCALE RANGES PSOM 91 TO '100'.
S IBULI ARE IN THE 1ATUBAIL CEDIE.
1316.0)

3
3 5 5
4 5 5
4 5 6
9 9 9
8 9 9
9 9 9

14 15 15
15 15 15

.................................
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15 15 15
19 19 1919 19 19

19 19 19
9 9 9

89 9 9
6 9 9
19 19 19
15 19 19
19 19 19
52 52 51
29 29 29
29 28 29
89 89 89
38 39 39

S39 39 39
15 15 16
15 14 is
14 141 15
51 52 51
29 29 29
29 29 29

92 91 913I61 51 52
416 45 45
96 96 92
95 94 94
59 59 59
19 19 19
19 19 19
19 19 19
88 89 89
39 39 89

39 39 39
94 96 95

96 93 94
59 59 59
98 99 96
97 98 96
98 97 96
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The folloving example is an illustration cf the use of SWAT to A
test axioms for and to scale a set of data from a 4x4x3 design.
The data are for three subjects with cne replicaticn of each

* judgment. Hence, NERP = 3 and FLAG = YES.

YES YES 3 4 4 3 0 0 1 3 YES 4 0.00 NC 0 15
YES YES YES UES No 20 YES YES YES YES NO NO NO
15 N0 YES 10 YES YES YES65492355
0.0010 0.0000

I SL=-.10 SL=-.20 SL=-.30 $L=-.40 PL=1/8 F1=2/8 EL=3/8 PL=4/8
PV=2/8 PV-3/8 PM-4/8
EXAMPLE NO. 2. THREE SUBJECTS 1I1H ONE EELICAIION.

CONJOINT SCALING: RISKINESS DATA.
22ST ALL AXIOBS AND FEBPCI THE SCALING ASALYSIS.
3 SUEJECIS.
48 STIMULI. 114X314 DESIGN.
ONE REPLICATION OF EACH JUDGMENT.

PACIOBS AE:
AMOUNT TO LOSE, 4 LEVELS. -10, -20, -30, AND -40 CENTS.
PROBABILITY OF 1IN3IG, 3 LEVELS. 2/8, 3/8, AND 4/e.
PROBABILITY CP LOSING, 4 LEVELS. 1/6, 2/8, 3/8, AID 4/8.

SCALE RANGES PEON '1 TC b1009.
STIMULI ARE 1U THE NATURAL cRDnE.(3P6.0o)

3
3 5 5
4 5 6

9 9 9
8 9 9
9 9 9 .

14 15 15
15 15 15
15 15 15
19 19 19
19 19 19
19 19 19

9 9 9
9 9 9
6 9 919 19 19 .
18 19 19

.-.- ~ .'- .... -~- .-.- . -
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19 19 19
52 52 51
29 29 29
29 28 29
89 89 89
38 39 39
39 39 39
15 15 16
15 14 15
1k 14 141 15
51 52 51
29 29 29
29 29 29
92 91 91
61 51 52
416 15 45
96 96 92
95 94 94
59 59 59
19 19 19
19 19 19
19 19 19
88 89 89
39 39 89
39 39 39
94 96 95
96 93 94
59 59 59
98 99 96
97 98 96
98 97 96

i3
5
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the following example is an illustraticn of the use of SlAT t;
test axioms fcr and to scale a set cf data from a 3x3x3 design.
The data are for one sukject with cne replicaticn cf each
judgment. Hence, NEEP = 1 and FLAG = so.

YES YES 3 3 3 3 0 0 1 1 NO -2 0.00 ES 0 8
YES YES YES YES NO 20 go YES YES YES NC NC NC o1
60 NO YES NO YES YS YES89456173

0.00001 0.00000
TI1E1 1.1H2 TIN3 EPFORT1 EFFO1C2 EFCR13 SThESS1 SIEESS2

SIBESS3
ZASPLE NO. 3.

POLL BATIX (27 STIMULI) EATA.
CONJOINT SCALING: SWAT
I AVERAGE SUBJECT.

27 STI ULI. 31313 DESIGN.

FACTORS ARE T IEv EFFORT, AND STBESS.
STINULI ARE I THE NATUBAL CRD!I.(16.1 )

1.0
2.0
6.0
3.0

10.5
13.0
5.0
8.0

15.0
4.0

10.5
14.0
9.0 --

16.0
21.0
12.0
20.0
24.0
7.0
17.0
22.0
18.5
23.0
26.0
18.5

*4 - *; - -..* - * .: . :.: . *.. .. .. -. . . .. . .. . . .. .
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U 25.0
27.0

Iq

al
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the following example is an illustration of the use of SWA2 to
test axioms for and to scale a set of data from a 3x3x3 design.the data are for tuo sutjects vihc e relicatica cf each

judgment. Hence, KEEP = 2 and PLAG - YES.

YES YES 3 3 3 3 0 0 1 2 YES 4 0.00 YES 0 8
* YES YES YES YES s0 20 IC YES YES YES NC IC Do

60 NO YES NO YES YES YIS8956"'3
0.00001 O.COO0

T1821 11M12 TME-3 EFFORI1 IEPOB12 ,PFCBT3 SIRESS1 SIFESS2
SIRESS3

EIXASL N 4. FULL MAIFII (27 STIMULI) DAIA.
COIJOIUT SCALING: SVAT

2 SUBJECTS.
27 STIMULI. 31313 DESIGI.

* FACTORS ARE TINE,111011OB, AND 511155.
SUUUL.I ABE 13 Ta! UlTUflAr CEDES.
(2P6. 1)

2
1.0 2.0
2.0 3.0
3.0 4.0
4.0 5.0
5.0 6.0
6.0 7.0
7.0 8.0
8.0 9.0
9.0 10.0
10.0 11.0
11.0 12.0
12.0 13.0
13.0 14.0
14.0 15.0
15.0 16.0
16.0 17.0
17.0 18.0
18.0 19.0
19.0 20.0
20.0 21.0
21.0 22.0
22.0 23.0
23.0 24.0
24.0 25.0

-,,*,-J,,; ,', :, ,, ,,, , , ,. .°.o... ... . - .: .. . ... . . .. : ...- ..- . . . .-. .. ....

I " ,r • - -, " ,- , . " . . . - -. -- . - -. . -. - . . - . - . ,- . " .Y - .. - .
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U 25.0 26.0
26.0 27.0
27.0 28.0
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The following example is an illustration cf the use of SWAI to
test axioms fcr and to scale a set of data frc a 3x3x3 design.
he data ars for one sutjAct with one replicaticn of each

judgment. Hence, NEEP = 1 and PLAG = N0. In addition, however,
* the data are presented in'thrie tradeoff matrices for three

pairs of factors. Hence, IBLKS = 3 and Cards G are included.
IS YES 3 3 3 3 0 0 3 1 10 -2 0.00 S 0 8

YES YES O No No 20 No 3001 so No 00
60 O UES NO YES IRS !ES89456713

0.00001 0.00000
T1111 T112 TI13 EFFOB11 EF1CB22 fFFB1I3 SIBESS1 S!BESS2

S'IESS3
2 9 1 2
2 9 1 3
2 9 2 3

BXMPLE 50. 5.
POLL MATRIX (27 STIMULI) DAi.
CONJOINT SCALING: SIAT I11DE-CP HAISICES.
1 AVERAGE SU ECI.

27 STIMULI. 31313 DESIGN.
3 BLOCKS, 9 S7IBULI IN EACH BICCK.
PACTOBS ABE TIIE, E1103, AND S'I:ESS.
STIMULI ARE IN THE NATUBAL CEDES.
(91,]f7.1)
100100000 9.0
010100000 8.0
001100000 6.0
100010000 7.0
C10010000 4.0
001010000 3.0
100001000 5.0
010001000 2.0
001001000 1.0
100000100 9.0
010000100 6.0
001000100 3.0
100000010 8.0
010000010 5.0
001000010 2.0
100000001 7.0
010000001 4.0
001000001 1.0
000100100 9.0
000010100 6.0
000001100 3.0
40100010 8.0
000010010 5.0
000001010 2.0

'-' i

,'.~'iv'':, ',:, ,'., , .' .,;,, ;7, ,'.-". ; '..'% "", "6.'.v..'.'..\,,,...-... --,, v "...." ',-.-...'.-."..'
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000100001 "7.0
000010001 4t.0
000001001 1.0

I

I ,

!;4.;.,: ,, I '1. . .; :~ ~~~~~~w. -. . :* : :%* :< : :.:. v - - --....--.-.-...;.. .-. ....- w .: ....; -;
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The following example is an illustration of one of the randco
data sets used in the Bygren (1983) study. Tbe analysis is
set for SV31 tc test axioms and scale the data in a 3x3x3
design.
The data are for one subject with one replicaticn of each
judgment. Hence, IBEP = I and PIAG = IC.

YES YES 3 3 3 3 0 0 1 1 VC -2 0.00OYS 0 3
YES YES YES YES NO 0 YES YES YES YES VC NO NO
60 NO YES NO YES IC N076655659

0.00001 0.00000
TIME1 TIME2 TIME3 EPFOBT1 EFPCB72 EIPCOR3 SIISSI STRESS2

STRISS3 EXAMPLE NO. 5. -27 STIMULI. 31313 CESIGN. 5ANDC3 DATI.
176655659). 1 BANK SUBJECT. STIEULI ABE Is THE NAIUBAL CEDEB. (3P7.2)
21.00 11.00 15.00
22.00 3.00 12.00
14.00 10.00 25.00
13.00 16.00 5.00
27.00 7.00 20.00
2.00 1.00 6.00

21.00 23.00 26.00
8.00 4.00 19.00
9.00 17.00 18.00

*1d

ra Y ,.:..- - -,.o. . .. ,.... .- ... . ,,, . . . .-. .,.? ,:... .. ,,.J.,,-. :,.

'I.. ' - ' '' s' .,, '. } , . , . " ..
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I ik2e following example is as illustzaticn cf cue of the random
data sets used In the Nygren (1983) study. The analysis isIe nt fo SWAT tc test axioms and scale the data in a 3z3x3
4esign. Simple independence holds feo Pactor A.
2be data are tao one subject'vith one replicatica of eachI jejgment. Bence hip-= 1 and ILAG = 10.

INS5Y1S 3 3 3 3 0 0 1 1 MC -2 0.00 YES 0 3I ll 2s 'RINS TBS N0 0 YES YES YES YES vC go No
60 10 YES NO YES 10 1076655459

0.00001 0.00000
-27I1 -5Z'2 TIM3 E1IO1T1 110PID"12 R110213 STIE.SS1 STBRSS2

S 11,SS3 JN,1! 10. 6. 27 S218011. 31313 DESIGN. BADC DATA.
(76655659). 1 BANK SUBJECT. STIKULI All I THE ILCHAL CR01,. (317.-)

13.00 11.00 5.00
8.00 3.00 12.00
2.00 1.00 6.00

21.00 16.00 15.00
22.00 4.00 19.00

- , 9.00 10.00 18.00
24.00 23.00 26.00
27.00 7.00 20.00
14.00 17.00 25.00

I

.1

I

I }
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The following example is an illustraticn cf cue cf the randcu
data sets used in the lygren (1983) study. The analysis is
set for SWAT to test axioms and scale the data in a 3x3x3
design. Simple independence hclds for Factcrs A and B.
The data are for one subject with one rerlicaticn cf each
judgment. Hence, BEEP - 1 and TLG = 3C.

YES YES 3 3 3 3 0 0 1 1 NC -2 0.00 YES 0 3
US YES YES YES NO 0 YES YES YES YES NC 3O NO
60 NO YES NO YES IC 1076655659

0.00001 0.00000
UIME1 !hE!2 TIME3 EPPCST1 NIPCB12 E11OR3 STBESSI ST]ESS2

STBESS3 EXAMPLE 90. 7. 27 STIULI. 3X313 CESIGN. IANDCH DATA.
(76655659). 1 BANK SUBJECT. STIEULI ASE IN 'HE NATUEAL 0RD6. (317.2)

2.00 1.00 5.00
8.00 3.00 6.00
13.00 11.00 12.00
9.00 4.00 15.00

21.00 10.00 18.00
22.00 16.00 19.00
14.00 7.00 20.00
241.00 17.00 25.00
27.00 23.00 26.00

'4'
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the folloving example is an illustration cf cne of the randcm
data sets used in the Nygren (1983) study. 'he analysis is
set for SMAT tc test axioms and scale the data in a 3x3x3
design. Simple independence holds for Factors A. E, and C.
the data are for one sutject with one replication cf each
judgment. Hence, NPIP = 1 and FLAG = 10.

US YES 3. 3 3 3 a 0 1 1 10-2 0.0 oo S 0 3
YES INS YES YES 10 0 YS YES YS YES IC VC NO
60 NO YES NO YES 10 V07E65.5659

0.00001 0.00000
TlIRR TINE2 TIM3 EFFOBTI EPFOB'2 EPPO873 ST IESSI STRESS2U S2BSS3 BNZXPLE NO. 8. 27 STINULI. 31313 DESIGN. BANDCH DaIA.

(76655659). 1 BANK SUBJECT. STIMULI AEI IB THE AIURAL CEDIS. (317.2)
1.00 2.00 5.00
3.00 6.00 8.00
11.00 12.00 13.00
4.00 9.00 15.00
10.00 18.00 21.00
16.00 19.00 22.00
7.00 14.00 20.00
17.00 24.00 25.00
23.00 26.00 27.00
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- S U A T 1 :

OS VERSION 2.0
APRIL, 1983

THOMAS 3. 31GRE
DEPAIRTHET OF PSYCHOLOGY

OHIO STATE UNIVERSITY
40QC U. 17TH AVENUE

COLUOBUS, OHIO

TI12U: EXAMPLE 30. 1.
?TiUL: 27 STIMGLI. 3X313 DESIGN. RANDOM DATA. (76655659).
TITLE: I RANK SUBJECT. STIMULI ARE IN THE NATURAL ORDER.

F AT PO REDIN IN DATA -
(317.2

I1TIAL FARAHZT RS F70 ANALYSIS:

I&I - ARE TESTS (W AXIOMS TO BE BADE? YES
ICON - IS A CONJOIiT SCALIM TO BE DONE? YES

ir - 33HBR o fICTORS in THE DESIGN 3
SBLKS -3SUN3I OF E.OS IN TE DESIGN 1
3E n3- 3RE OF ATA MATRICRS TO BE SCALED 1
P1i - IS T1INER 13B THSAi Oi OBSERVATION PER CELL? s0

-3T21 - 3323OD FOR READING IN DATA 9ATRICES IS: -2
I?!r - MISSING DATA CSTOFl VLE IS: 0.0

3OV - ARE S3B3jC5 DATA TO BE AVERAGED REGARDLESS? YES
U5I - unit nu333 103 INPUT Of DATA S

RCAD - 33333 OF TITLR/DESCRIPTION CARDS USED 3
13132 - maX i33 OF VIOLATIONS TO BE PRINTED 0
MM - S1P3I3SS PUINTING OF CELL VIOLATIONS? YES

iUBnBR CU DIMENSIONS: DIE(l) DIM(2) DIE(3) DIM(4) DIB(5)
3 3 3 0 0

PARR3AUS FO AXION TESTING PROCEDRE3:

AXIms TO BE TESTED: ATISTi AITEST2 AXTHST3 AITEST4 AXTISTS
(i3DE) (DBLCIN) (aiig) (DSTCAN) (DDCAN)
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YES YES YES YES s0

D1STL.V(1) DISTLV (23 DIS2LV (3) DDSTLV (1) DDSTLV (2) DDSTLV (3)
:E YES YES 0 0 10

AVEiGD DATA ]PROl AVRAGING PROCEDORE: BLOCK 1.
BLOCK STU S5 AURAGN VALUE

1 1 21.00
1 2 13.00

22.00

1 27.00
1. 6 8.00

1 71 16.00

1 12.23
1 13 3.00
1o .00I 1 11 16.00
1 12 23.00
1 13 3.00
l 1,1 7.00
I is 11.00
1 16 10.00

117 1.00

119 15.00
120 S.0

1 21 26.00
1 22 12.00
1 23 20.00
1 24 19.00

25 25.00
1 26 6.00
1 27 18.00

DAL &UU2Z BEIG CIECKD FOR £IOl VIOLATOIS.
BLOCK 1. REPLICAT ON I O 1.

I IR2] BLOCK NOi. 1 C I
A " 1 2 3

D a 1 21.00 13.00 24.00
D a 2 22.00 27.00 8.00
2 a 3 14.0 2.00 9.00

I
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C 2
Am 1 2 3

a = 1 11.00 16.00 23.00
a m 2 3.00 7.00 4.00
3 m 3 10.00 1.00 17.00

C 3
1-1 2 3

a a 1 15.00 5.00 26.00
3 = 2 12.00 20.00 19.00
3 =3 25.00 6.00 18.00

INC.

IBM SMART! STATIST ES: IN3Ff ZNDEICI.

DAT ATI 1311 313 CEUCKED TOR IUNDEPIBDUUCz

a INDREUDEN? 0r 5 AND C

IM IOLATIONS: FIRST 0 Fax LeIns.

12M ISUIRAT STATISTICS: IUDUUDBCB.

a ZUD39UIDU 0? B AND C

fu3 TALUSg PiUINED, BLou IIDICA!3 INN 93633 T0 vaIICH
233 £11015 an DUING FIT or 133 DATA.
in3 Tom owcuSmL 313180K roa A DafAiLzD 31?LAYAi03.
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wu NUER PniCED? PERCENT SIGNh?

OBSERVED EXPECTED

! AUUUU TESTS POSSIBLE: 108.0
TOTAL 1219S4 106.0

SvCCSSE5: 52.0 0410***
ra115335: 56.0 0.1******.*

IN I3UDlXCE: FACTOR C IS TIE OUTSIDE FACTOR.

50 12 3
a r A0.333 0.778 0.0

A or 5 0.111 0.4 0.111

TR W UURARY STATISTICS: INDEPENDENCE.

I IM MTIX S3U36 CHEERD FOR INDSPEUDEUCR:

H a IIE1EUDINT 01 C &No A

B LOCK 1.

12W VIOLATIONS: FIRST 0 FAX LURES.

I22 S hART STATISTICS: IUDEPEIUECS.

a INIRDEUET 0? C AND A
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INS TALUS3 PRI322D 53.01 IIDICATZ Tag DEGREE 20 VRICCM
233 AZOM ARE BUNG6 PIT BY Tag DATA.
SAX 23 OWSCAL" 3*33300K FOR A DETAILED EXPLARAIO3.

NURSER PERCENT PERCENT SIGhF
OBSERVED EXPECTED

MAIUU TEST5 POBSIBI: 108.0
20113 TESTS: 108.0

S3c=SSZS: 56.0 0590***
1113153: 52.0 0.s1*******

3NDZMNCE: FACTOR A IS TUE OUTSIDE FACTOR.

1 2 3
C OF 3 0.778 0.111 0.778
a OF C 0.111 0.444 0.778

ITC.

TRW 533313! STATIST30CSo. IUDEI3ND3CB.

DaTA Unix save3 CNICKED Fon B DEPIEDNCR:

C IMPUDEN33T OF a AND 3

DIM~ 1.

2253 VIOLATIONS: nXm5 0 FAILDRES. -

2353 SNOWY STATXST30CS: INDJWZUDBNCE.



C IUINOUT 0r A AND 3

IR V ALVES P31323D 33.03 INDICATE THE DEGREE TO 331CM
In 11101553 g1 BINPIT By TEX DATA.3~ 2 202 TI WCSC&J.U 31135001 FOR A DETAILED SIPruAUAON.

NOES2 PRCENT PECENT SIGhFU OBSERVED EXPECTED

MAXUM 22STS POSSIBLE: 108.0
TOMA! *amT: 108.00

Uccs5su 66.0 0.61* ***
vallolmst. 2 o 0.389*ese*****...s*

I ISOUIIUUCat FACTOR 2 3 IS 2 OUTSIDE FACTOR.

1 2 3
a OW C 0.778 0.778 0.778
C 0r a 0.111 0'.778 0.778

1351 SUMARY SIATISTES: D0OUBLE CANCELLATION.

RIM UAI 3BUNG CR5CND, FOR D053363 CANCELLATION: BLOCK 1.

U P0L1. CAI3UTroE A I B

I3BM VIOLATIOS: FIRST 0 1111.5315.

I2 SON13338 STA21STJCS: D0O3BL3 CANCELLATION.

LIN-
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5033. CANCELLATION33I A X B

133 v&UsIPSUIIIM 33.03 INDICATE TIN DUglIN To 311ICK
213 111015 113 3316 pIT By IM DATAj.
SIX TIM C.1SCALU 3133300 FOR A DETAILED3 EXPLANATION.

BOR3ER PERCENT PERCENT SIGNI?
OBSERVED NIPBCTBD

maiOu mm. 13513:- 1.0

mc~ssus: 0.0 0.0 ****
151.338:1.0 1 .000******$********

TIM Mu335! STITISTICS:2 500 53 CANCELLATIONU.

5015163 C3cluallAOs IN a z C

n0 ISUS u33 1055315. in Ta3 DATA.

TIMw 33313 STATISTICS: 30553.3 CANCEL.LAIO.

30333. ClUSDCION 1133I C I A
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so 3 2 TI S E 305113. IN TEE DATA.

I TEN IWAT STATISICS: JOINT INDEPENDENCE.

S DAU UISU SEI3M CEU=RD FOR JOINT INDEPEIDENCE:

I Aa INDISDENT or C

I 11 TUU UMA3 NAISTE: FOINT ID2AENDE EPAAIN

I AU luf VM.315U 1333 503IIIAEE. EGE0O HC

E TOU. 1551: 108.0
~svm S: 68.0 0 .630*0*****

vaIUWIs: 40.0 0 .370**************
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JOINT-ZN3MRSD331C: FACOR C IS TIE OUTSIDE FACTOR.

a3 o ? C =. 0.578
C 0F a. a 1m 0.346

tUST UIWAI! STATISTICS: J01N2 INDEPENDNCE.

SA21 U&!U 33ING CNCKZD F0R JOINT XNDEPEN DUNCE:

BLUMK: 1.

Tsmf VZLTIONS: FINSt 0 PIILRRES.

22M AMI St!LtISIUCS- JOINT IIND3PUDUNCE.

IC c 33333Dt OF a -

Tim avAuI ?RIIYU 53.03 iNIcAin Tax DiuzzE To UUicUi
233 LUORS LIZ 3313 IT 3! 133 DATA.
233 2=5 MJCALN 5113500K ?01 A DERILID EXPLANATION.
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N1U PERCENT PIRCENT 51011?
0OBSERVED EXPECTED

-ta Mas5 OS 0613: 108.0
wu Inu T 108.0

~~M3:60.0 0 .556********

RII..0~ 0,*S.**O*****

I arlwlo EP213?3S~ A 1M A is 211 0525153 PACTOR.

. C. OF a I- 0.437
a of 3. Cp 0.086

vim Muma grATSESt JOINT IngrPimmycl.

u AMU =amam VwRn 303013? INDEPENDENCE:

1W u01 m: IwI 0 FurUMIS.

nonaamC nrs.Ji zz~vz
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C I aINXDPENDT or B

ts VDimS PRINTED 53.01 INDICATE TEE DEGREE To 331CR
?us MOM1 usE 33136 FIT By Tu DATA.
33 TOM 0CJSClLw HADBOO FOR A DETAILED RXPLAIATIOE.

BORDER PERCENT PERCENT SIGhF
OBSERVED EXPECTED

NAZISM TESTS 10651313: 108.0
TOTAL TESTS: 108.0

41NC313ME 56.0 0. 9****
FAILIES:52.0

JOME-IUDENlDENCE: FACTOR 3 is THE OUTSIDE FACTOR.

C A A 0? a 1 0.374
a of C,8 A 3m 0.160

IBES UERT STATISTICS: DISTIMS CANCELL.ATION.

FACTOR A IS TEE OUTSIDE FACTOR.

DATA hATUIZ 31E11 CHWKED FOR DISTIl CANCELLATION: BLOCK: 1.

TRW VIOLAIONS: FIRST 0 FAILURES.

TEST SMART3 STATISTICS: DISTIl CANCELLATION.

FACTOR a IS 28E 01T5133 FACTOR.

7 ".. * . --. *-
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I

DIIRTfJ'Vl C&IczLLrnZOu

S TRE VALS PRINTED D3.O INDICATE TRZ DEGREE TO 311CH
TI ionS AR BEING PIT BY TE DATA.
SIR TU 1CJSCALw AIUMOOK FOR A DETAILED EXPLAIATIOI.

UDUnR PERCENT PERCENT SiGnIP
OBSERVED EXPECTED

I EAN! TESTS POSSBLR: 243.0
TOTAL TSJS: 238.0

SUOCRSSES: 208.0 0.87 *ee***3 FIlURES: 30.0 0 1260*********

TEW SUM3ARY STATSTICS: DISTRIB CANCELLATION.

I FACOR 3 IS TE OUTSIDE FACTOR.U
DATA UA2tU BRING CHCKED FOR DISTRIB CANCELLATION: BLOCK: 1.

TRW VIOLATIONS: FIRST 0 FAILORES.

U TEST 1SUMMAR STATISTICS: DISTRis CACELLATION.

FACTOR B IS TE oUTSIDE FACTOR.I

Ir r % .. . ..; /. ..- .','-+ + ++.+.... +...*. .'
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DISTRIBUTIVE CA NCELLATION

THE VMlOSRS PRINTED B3LO INDICATE THE DEGREE TO WICH
TBE ARIOS ARE BUING PIT BY THE DATA.
SEE THB WCJSCALU HANMOOK FOR A DETAILED ZIPLANATION.

lUmBER PERCENT PERCENT SIGNiF
OBSERVED EXPECTED

3111313 TESTS POSSIBLE: 243.0
TOUR. TESTS: 237.0

SUCCESSES: 215.0 0.907******e*
FAILURES: 22.0 0.093*********!***ee

TEST SORAR STATISTICS: DS211 CAIICELLATIO.

FACOR C IS TE OUTSIDE FACTOR.

DATA U221 BEING CHECKED FOR DISTRIB CAICELLATIOI: BLOCK: 1.

TRST VIOLATIONS: FIRST 0 FAILURES.

TEWST 551133 STATISTICS: DISTRIS CANCELLATION.

FACTOR C IS TUE OUTSIDE FACTOR.

-.jm j

*W ;U* * " . .. * y *.. .
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Da D BUTIVE CINCELLEIlOu

tE V1LWnS PZITED B31.0 InDiCkrz THE DEGREz TO HIHZc
_ 13Ef A]IIGS A3 BEING PIT B THER DATA.

S2 M33 IJSCALM 3UBJ OOK FOR A DETAILED EZIPLAIlION.

EMBER PENNT PERCENT SIGhi?
OBSERVED EXPECTED

HaU TESTS POSSIBLE: 243.0
TOTAL T1SqJL5: 242.0

ECcSSS: 196.0 0.8 0*,****,l;
fIZEunS: 46.0 0.190.******.*******

I
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S U A T 1:

050 VERSION 2.0
APRIL* 1983

THOMAS a. 3!GR3N
DEPIUTET OF PSYCHOLOGY

OHI0 STATE UNIVERSITY
404C V. 17TH AVEUE

C0LUNBUSO OHIO

U 0 U B I TIR I C

S C A L. 1 9 a

DA21A IM221: BLOCK 1.

MA12U BLOCK90.m 1 C I
A a 1 2 3

a a 1 21.00 13.00 24.00
5 = 2 22.00 27.00 8.00
5 3 14.00 2.00 9.00

C 2
Am1 2 3

3 w 1 11.00 16.00 23.00
3 a 2 3.00 7.00 4.00
3 = 3 10.00 1.00 17.00

C 3
Am1 2 3
3 ft 1 15.00 5.00 26.00
3 a 2 12.00 20.00 19.00
a - 3 25.00 6.00 18.00

PARASITES TALONS FOR DOING COS1 OIN? SCALING:
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IF - BORDER O ncolos In Ta DESIGN 3
2 - TOTAL MURDE O LEVELS OF ALL FACTORS 9

ISLZS - lUBER OP BLOCKS IN TIE DESGII 1
M1LW] - BIIB][ NUBER OF 102TI2 ONS ALLOVZD 60
12URS - IR TIES IN DATA TLO 92 LEFT AS TIES? no
LABIL - ARE LABELS PBOVIZD BY TE 213 SR YESNP3N - 1S INAL SOLUTION TO BE PUNCHED 01 CARDS? sO

LASTIT - iS SOLOTION FROM LAST ITRUATION TO BI USYD? YES
MRZVI - iS INPUT RADjk TO BE REVERSED? sO
M1.OT - IS A PLOT rCW TIE FIT TO BE BADE? NO
IRAN - RANDOR NO8ME FOR STARTING THE ANALYSIS 76655659

CRI - 1339 IRPROEENT CRITERION .00001
TART - CONSTANT TO BE ADDED TO SCALE VALUES 0.0

S RANDON STARTING CON7~3MOATION:

0.4S2 0.392 0.280 0.158 0.1#24
0.123 0.919 0.408 0.177

DATA BATRIX: SUBJECT/RIPLICATION NO.1

9, BLOCK STIR LE VELS OF FACTORS

I 1 1.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 21.0
1 2 1.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 11.0

LR1 3 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 15.0
1 4 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 22.0
1 S 1.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 3.0
1 6 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 12.0
1 7 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 14.0
I 1 a 1.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 10.0
1 9 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 25.0
1 10 0.0 1.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 13.0
1 11 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 16.0
1 12 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 5.0
1 13 0.0 1.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 27.0
1 14 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 7.0
1 15 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 20.0
1 16 0.0 1.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 2.0
1 17 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 1.0
1 18 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 6.0

*t.1* >

| o.w* '' .''. . o*.' o,*o.,
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1 19 0.0 0.0 1.0 1.0 0.0 0.0 1.0 0.0 0.0 24.O
1 20 0.0 0.0 1.0 1.0 0.0 0.0 0.0 1.0 0.0 23.0
1 21 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 26.0
1 22 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0 0.0 8.0
1 23 0.0 0.0 1.0 0.0 1.0 0.0 0.0 1.0 0.0 4.0
1 24 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 19.0
1 25 0.0 0.0 1.0 0.0 0.0 1.0 1.0 0.0 0.0 9.0
1 26 0.0 0.0 1.0 0.0 0.0 1.0 0.0 1.0 0.0 17.0
1 27 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 18.0

IMORZ or ITIMATJLvar conU TATIOIIS

1 0.75819 0.03708
2 0.25042 0.32764
3 0.23950 0.3473
4 0.23879 0.38462
s 0.23412 0.35613
6 0.23543 0.36752
7 0.23287 0.35613
0 0.23364 0.37892
9 0.23189 0.36182

10 0.23257 0.37692
11 0.23133 0.36182
12 0.23190 0.37892
13 0.23100 0.36182
1i 0.23146 0.37892
15 0.23081 0.36182
16 0.23118 0.37892
17 0.23069 0.36182
18 0.23098 0.37892
19 0.23062 0.36182
20 0.23085 0.37892
21 0.23058 0.36182
22 0.23076 0.37892
23 0.23056 0.36182
24 0.23070 0.37892
25 0.23055 0.36182
26 0.23066 0.37892
27 0.23050 0.36182
26 0.23063 0.37892
29 0.23054 0.36182
30 0.23060 0.37892
31 0.23054 0.36182
32 0.23059 0.37892
33 0.2305 0.36182
34 0.23058 0.37892
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13S 0.23054 0.36182
36 0.230S7 0.37892
37 0.23056 0.36182
3' 0.23056 0.37892
39 0.23054 0.36182
4O 0.23056 0.37892
41 0.23054 0.36182
42 0.23056 0.37892
,3 0.23054 0.36182
4 55 0.23055 0.37892
45 0.23055 0.36182

CL scIJ 111s m3um0 as flh3zD 11o0 zU3azOz 3o. 4s.

WRIZABLZ IDDIT?13 &DDITVR IULTI
RiOMB BISCiILD HOD]U[

I 1Z33I -0.19906 27.0257 0.81950
2 21132 0.43429 90.35976 1.55387
3 22023 -0.22792 24.13876 0.79619
4 ,of101 -0.46930 0.0 0.62544
S XMo1 2 0.09193 56.12321 1.09629
6 ff1013 0.38197 85.12750 1.S77; sMUSSl -0.1796 28.0.4o o.83SS
8 5nss2 0.60735 107.66515 1.83556
9 5113553 -0.41786 S.14383 0.65855!DDT'1Y3 SCALZ VALURS lOR 27 S1]RO.

STUl: LEVILS STANDARD RRSCALED

1 1 1 1 -0.84803 26.70494
2 1 1 2 -0.06101 105.40704
3 1 1 3 -1.08622 2.88582
0 1 2 1 -0.28680 82.82817
S 1 2 2 0.50022 161.53020
6 1 2 3 -0.5299 59.00894
7 1 3 1 0.00324 111.83243
8 1 3 2 0.79026 190.53448
9 1 3 3 -0.23495 88.01323

10 2 1 1 -0.21468 90.04013
11 2 1 2 0.57234 168.74217
12 2 1 3 -0.45287 66.22090
13 2 2 1 0.35655 146.16327

2 2 2 1.13357 224.86543
15 2 2 3 0.10836 122.34410
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-a

116 2 3 1 0.63659 175.16756
17 2 3 2 1.42362 253.86972
1S 2 3 3 0.39840 151.34839
19 3 1 1 -0.87689 23.81915
20 3 1 2 -0.08987 102.521122
21 3 1 3 -1.11508 0.0
22 3 2 1 -0.31566 79.94237
23 3 2 2 0.47136 IS8.64049
2 3 2 3 -0.55385 56.1231S
2S 3 3 1 -0.02562 108.94661
26 3 3 2 0.76141 187.64877
27 3 3 3 -0.26381 85.12744

D3331*T & 33DCTGIOS SORTED BY DIPIID]iT. BLOCK NO. 1.

27.000 0.347
26.000 -1.115
2S.000 -0.235
24.000 -0.877
23.000 -0.090
22.000 -0.287
21.000 -0.818
20.000 0.108
19.000 -0.554
18.000 -0.264
17.000 0.761
16.000 0.572 ..
15.000 -1.086
1-.000 0.003
13,00 -0.215
12.000 -0.525
11.000 -0.061
10.000 0.790
9.000 -0.026
8.000 -0.316
7.000 1.134
6.000 0.398
5.000 -0.453
4.000 0.471
3.000 0.500
2.000 0.637
1.000 1.424

?3iDnCTIV CAPABILITY , 31.050 PlACKET
0 - 68o946 i? DATA u3 xx 3313is ORDR.

-- ,in- * , - ,, w... *+ . . - . -.-+ + >t ,,+ . .. . , ;, ,, ,. ,,+..,,.++.+ +++ . .. ... .. ? -?.? .?.? - +- + ,, + .. ,. +- . - +. - -..-. .. . . ....+.- . .+. -. .*+ - +.- . . .i -. ,



AWANDUX 2 page 21

]gas 01 DOMENIC SCALLIENG ANALYSIS.
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050 VERSION 2.0
a PRIL. 19 83

THORkS R. SYGRN
DEPARIREN? OF PSYCHOLOGY

0110 STATE uNIVIRSIUr
404C U. 1713 AVEUE

COLUBUS4. 0110

1fIB0ZZ: UIPLE NO. I.
213.3: 27 3213311. 31313 DESIGN. RANDOM DATA. (76655659).
TIM.: 1 RANK SUBJECT. S!INULI All IN YE NATURAL ORDER.

IOUAT PON READING In DATA
(3P7.2)

INIIAL 111 AWRRS 101 ANALYS IS:

II All EST 355 AXIOM T0 3 MADE? YES
ICOll IS 13 CONJOINT SCALING T0 al DOUE? YRS

By BOMDER OF FACTORS IN Tax DESIGN 3
AllL= - 3333531 0F BLOCKS IN TEE DESIGN I
SNIP - 3158522 OF IA MNATRICES T0 BE SCALED1
pusG - is 13333 3011 lUaU 033 OBSERVATION PER CELL? so
U!!!P - MEIEOD FOR READING in DATA MAYRICES IS: -2
311! - RMING DATA CUTOFF VALUR IS: 0.0

OVID -ARE SUBJZC25 DATA TO BR AVERAGED REGARDLESS? YES
UN3M -11 3333 MUESFO INPU 0F DATA 5

NCM3 - 3U3333 OF t2LZ/D35CRIPION CARDS USED 3
13132 MAn 3Bunn 0? VIOLAYICUs T0 BE PRINTED 0
WMI -313115$ PlNTING 0F CELL VIOLATIONS? YES

3101ER OF DINNNSIONS: DIE (1) DIM8(2) DIM (3) DIM (#) DIM(S)
.3 3 3 0 0

tAmRimus 103 £203l TESTING PROCIDURE:

£13015 TO3 BE ESED: AXTESTl AXIES!2 AITRST3 AXUEST4 AITESTS ;A
(11DEM) (DDLCAU) (JIUDEP) (DSZCAN) (DDCA3)
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LTS () DISTL2) ( DSTLV (3) YDDSTLV (1) DSTLV (2) DDSTLV (3).R zn as IRS so so no
•vAUAnM DATA rno &vEIIAzN PRomen: BLOCK 1.
BLOCK STINOLUS AvnAGz VIL82

1 13.00
2 21.00

1 3 24.00
1 , 8.00
1 6 27.00

5 22.00
17 2.00

g a 9.00
19 1#.00

1 10 11.00
1 11 16.00
1 12 23.00
1 13 3.00

i 1 1 .00
15 7.00

1 16 1.00
1 17 10.00

18 17.00
19 5.00

1 120 15.00

1 21 26.00
Ik 1 22 12.00

1 23 19.00
12 20.00
1 25 6.00
1 26 18.00
1 27 25.00

DAAl MATIX BivI CIEKED Pa0t &ZO VIOLtIMOIS.
BLOCK 1. EEI.CA!IU 1 0F 1.

Dm311 sLocK N0. a 1Cm
A 1 2 3

3 - 1 13.00 21.00 24.00
3 - 2 8.00 22.00 27.00
3 - 3 2.00 9.00 14.00

.4..,

4 _ + +,, +. ,/ ,,+.' ,-.,, .._,.,+. .' . .j .i. ..- . .. - .-..4. -- ..I. . . .. ... -.-, .,. . . ... +. . . . . . :.+..,
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C 2
• 1 2 3

a - 1. 11.00 16.00 23.00
& - 2 3.00 4.00 7.00
3 " 3 1.00 10.00 17.00

C-3
1- 1 2 3

a = I S.00 15.00 26.00
3 = 2 12.00 19.00 20.00
B w 3 6.00 18.00 25.00

2311 51M5UT STATSTICS: INDhPENDEICB.

a IUDNU?3D12 o3 r AID C

tax VA5S PR INITED BELOW IIDICATE THU D29222 TO HCH
2L1 AO1S AR3 =ilG FIT BY TIR DATA.
53 21 oCJSCALO HANDBOOK 10 A DETAILD EXPLAIAION.

EMBER PURCINT PERCENT S1GNI1
OBSERVED XPCTSD

MAX3IM TU3TS PSS,,: 108.0
TOTAL 235L5: 108.0

5UCC5S3S: 108.0 1.000, ,,*,4,,
1lTlo33s: 0.0 0.0 .,**********4*

IN1JD3 C3: FACTOR C IS THE OUTSIDE FACTOR.

1 2 3

36................................................. .
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a 50? a 0.778 0.778 0.111

232 SRUART STATIST30CS: INDEUDIECR.

Da n~ u~sifl BRING CUNaCD Pon zNDzpzNDzNcz:

aI IMPUUDENT or C AND a

IN TIM YICLI.AOS: FIRST 0 1113M.033

235! 535111! STATISTICS: INDEPM INUCI.

a I3NPNUN or C AND a

Nl 113 VAUES MOMTS BELOW INDICATE IDE DRGRRI TO WHICH
S 223 AlUCKS AIR 33U1G PIT 3! THE DATA.

SIR TIM OWSCALO RANMSO0K FOR A DITAILID IIPLANATION.

SNURI PERCENT PRUCIT 51631?
OBSERVED EXPECTED

m aUIo T3STS PCKSIBIR: 108.0
20113., IBM2: 108.0

flhl333S: 52.0 0 .581************

IxassS.
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IM IRED35Cl: FACTOR a iS ?TE OUTSIDE FACTOR.

1 2 3
C 0 B 3 0.333 0.111 O.444a
B 0 C 0.333 0.111 0.333

RTC.

2232 SUIARY STATISTICS: INDEPENDENCE.

DMlA 3l3tM' BRING CNICKED FOR INDEPEIDENCE:

C INhD EDINT OF A AND B

BLOCK 1.

fl= VIOLATIONS: IRST 0 PIILURS.

T2S SonnyAt STATISTICS: INDEPENDENCE.

C I IDEPIDENT OP A AND B

TEE VLOW3 PRINTED BE30 INDICTR THE DEGREE TO UHICH
Ta AMons ARE DuneG PIT BY Tax DATA.
SEX TIM WCJSCILr EAXnOOK FOR A DETAILED EXPLANATION.

uBER PERCENT PERCENT SIGNIh
OBSERVED EXPECTED

AZIIE T5STS POSSIBLZ: 108.0
T STSL 2325: 108.0

UCcxSSzS: 60.0 0.556*****m

.-
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I IAILMRS: 118.0 0 1 11* ** ***

IIDPUENCE: FACTOR B is THE OUTSIDE FACTOR.

23
C OF a0.333 0.778 0.778

T29 t'r Eny STATISTICS: DOUBLE CANCELLAT ION.

BJOUBRN CANCELLATIOI N An aI B

IT'l VARIES PRINTED BELO012NDCATE THE DEGREE To WHICH
222 AUION 1RE BEING PIT BY TEE DATA.
31E 223 *CJSCALM HAND)BOOK FOR A DETAILED EXPLANATION.

NUMBER PERCENT PERCENT SIGhF
OBSERVED NXPECTED

*AUUO TESTS POSSIBLE: 3.0
N OTTOM TaST: 2.0

Ccss2S: 2.0 100****
F&I.URES3: 0.0 0.00~ eO.*~S

S T2l! 533311! STATISTES: DOMBE CANCELLATION.

S boURNi -CANCELLILTION in B I C
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30 TESTS ARE POSSIBLE IN TEE DATA.

TEN 53311!Y STATISTZCS: DOUBLE CANCELLATIO01.

B0OWLS CINCELLALTION IN C I A

TUE VALUES5 PRINTED BELOW INDICATE TRE DEGREE TO U lICE
211E AUIONS AREDING FIT BY TIE DATA.
SEE TAX nCSCALw BlUEBOOK FOR A DETAILED EXPLANATION.

355331 PERCENT PERCENT SIGNIP
OBSERVED EXPECTED

3AflEUB TESTS POSSIBLE: 3.0
TOTAL TESTS: 1.0

MCCRSSES: 1.0 100****
fliLERs: 0.0 0.0 ********

TEST SUNIART STATISTICS: JOINT INDEPENDENCE.

DATA MATRIX MEING CENCEED FOR JOINT INDEPENDENCE:

a I 3 IIDEPENDEOF C.

BLOCK: 1.

TES T IOLATIGIS: FIRST 0 FAILURES.

INC.

~ * % ~ . . . . . . . . . . . . . .
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I

Tw SUNBARI STATISTICS: JOI"w INDEPENDENCE.

I

A X B INDEPENDENT OP C

THE VALUES PRINTED BELOW INDICATE THE DEGREE TO VRICI
T2E 121015s ARE BInG PIT By THE DATA.
SEE TIE uCJSCALw HAMiBOOK FOR A DETAILED EXPLANATOI.

NUMBER PERCENT PERCENT SIGIF
OBSERVED EXPECTED

i 1113S TESTS POSSIBL=: 108.0
TOTAL TESTS: 108.0

SUCcxSSES: 80.0 0.7 1********
FAILnUES: 28.0 0.259*****************

I

JOINT-I3DEPNDEUCR: FACTOR C IS THE OUTSIDE FACTOR.

A. B OF C 3 " 0.726
C OF A , B 3 a 0.235

TEST SUMMARY STATISTICS: JOINT INDEPENDENCE.

DATA MATRIX BEING CHECKED FOR JOINT INDEPENDENCE:
5.1

,p NEEEWO
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BLOCK: 1.

TST VIOLATIONS: FIRST 0 FAILURES.

TZS S33.5R1 STATISTICS: JOINT IJDEPENDEICE.

3 1 C INDE WIIDEST OF A

!TU VALUES PRINTED BELOW IIDICATE THE DEGREE TO WHICH
TIN WXIONS AR E ING FIT BY TEE DATA.
SEE THE UCSCLu IU11)OOK FOR A DITKILED EXPLAIATOI.

NURER PERCENT PERCENT SIGEIF -

OBSERVED EXPECTED

EAXIUN TESTS POSSIBLE: 108.0 "
fOML TSS: 108.0

SVCCRSSBS: 80.0 0.741*********
flLSnIES: 28.0 0.259********0*******

JOINT-IDEPRYDEICZ: FACTOR A IS THE OUTSIDE FACTOR.

a C Or A 3 - 0.778
A OF 3 . C 3- 1.000

-E2 S EIAI STATISTJCS: JOINT INDEPRDENICE.

- . . . . . .'
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DATA MATRIX BEING CHECKED FOR JOINT INDEPENDENCE:

C I A INDEPERDEW OF B

BLOCK: 1.

TEST VIOLATIONS: FIRST 0 FAILURES.

n~MC.

TIM SNBEARY STATZSTICS: JOINT INDEPENDENCE.

I

C I A INDEPIBDaT OP B

I TIM VALOIS PRINTED B.O INDICATE THl DEGREE TO WHICH
TEE AUIOGS ARE =1G PIT BY THR DATA.
SIR THE nCJSCALu EAuDooK FOR A DETAILED EXPLANATION.U

S5BBR PERCENT PERCENT SIGBZ?
OBSERVED EXPECTED

51 IrNo3 TESTS POSSIBLE: 108.0
TOTmL TESTS: 108.0

SUCCESSES: 78.0 0.722e*****oe
fliLmUS: 30.0 0.278*****************

d

,"I. , ,,, ,= i; ..,, ,., ..... ... .. .. ... -. . .-.-' ".i- ." ,, ,i ' •, ,i.i .."- .
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JOINT2-IEPRNDENCX: FACTOR 3 is fuE OUTSIDE FACTOR.

C. A OF B 3-= 0.719
B OF C. A 3-= 0.160

TEST SOMAAT STATISTI0CS: DISTRIB CANCELLATION.

FACTOR A IS TEE OUTSIDE FACTOR.

DATA IIA22XX BEING CHECKED FOR DISTXl CANCELLATION: BLOCK: 1.

TEST VXOI.ATIOUS: FIRST 0 FAILURES.

TIM.U 551313 STATISTICS: DISTnll CANCELLATION.

FACTOR A IS TE O9TSIDE FACTOR.

DxsRIsoTxvz cA3CELLATIos

TEE3 VALUES PRINTED 13O0 INDICATE TEX DEGREE TO VNICH
TE MZOBS ARE BEING FIT B! TE DATA.
SEE TEX CJSCALO HANDIBOOK FOR A D2TAILED EXPLANATION.

NumBER PERCENT PERCENT siGuiF
OBSERVED EXPECTED

EAZXNU TESTS PO551318: 243.0
TOTAL TESTS: 243.0

BCCRSSES: 235.0 097****

~ ~q -
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PAILDRES: 8.0 0 .033****************

TES SUMMARY STATISTICS: DISThIB CANCELL.ATION.

?acrom s is THE OUTSIDE FACTOR.

DATA U121U BEING CHICIE1) FOR DISTRIB CAiNCELLATION: BLOCK: 1.

S TEST VIOLATIONS: FIRST a FAILURES.

TE3S 33313 STATIST30CS: DISTEID CANCELLATION.

?A~roi 3 IS THE OUTSIDE FACTOR.

3Ws3E33?IVE CAlcULJION

TEE VALUES PRINTED DELON INDICATE THE DEGREE TO WHICH
2EE AXIOMS An EING13 FIT BY TEE DATA.
SEE TEE wCSCILs EU 13001 FOR A DETAILED EXPLANATION.

NMBEER PERCENT PENCZN? SIGN!?
OBSERVED EXPECTD

uAuuING TESTS 10551313: 243.0
202AL TESTS 235.0

SWSSRS: 227.0 0960***
FAIL3323: 8.0 0 .034****************
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TEST SHR33R! STATISTICS: DISTRIB CANCELLATION.

FACOR C iS TH OUTSIDE FACTOR.

DATA ZAUtUr BEING CUUKEZD FOR DISTRIB CANCELLATION: BLOCK: 1.

T22f VIOLATIONS: FIRST 0 FAILUIRS.

TRW SU1R3 STAISTECS: DISTRIS CAICELLATION.

FACTOR C IS THE OUTSIDE FACTOR.

D 1itfMUf1x3 1 CA NCILLIOll

TER YAM.5S PRINTD BELOW INDICATE THE DEGREE TO WHICH
TN &1ORS ARE 3ING FIT B! TIl DTA.
SEE TM NCJSCALN HAIBOOK FOR A DETAILED EXPLANIATION.

3U3R PERCENT PERC1T SZGNI
OBSERVED EXPECTED

Al]l MSTS OSS3zB: 243.0
TO1ML TESTS: 224.0

MOCCHSSES: 218.0 0.973eeeeeoeee
FIILIES: 6.0 0.027?e*********.***

I

.d ', ", .,,*, ', . ; ".- . . * .". -. ,.... . .. . ,..... . ..... "- .. " -• -• I
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P S IU & T 1 :

N OS0 VERSION 2.0
APRILL 1983

THOMAS Z. NYGREN
DEPARTZET OF PSTCHOLOG!

OHIO STATE UNIVERSITY
404dtC V. 17TH &VB]p0z

COLUSBSO OHIO

N 0 B B T R I C

S C A L 1 N G

-J DAI MATRIX: BLOCK 1.

i

IAT3U3[ BLOCK io 1 C I
A - 1 2 3

3 - 1 13.00 21.00 24.00
3 a 2 8.00 22.00 27.00
B a 3 2.00 9.00 i.O0

C-2

777 1 2 3

3 - 1 11.00 16.00 23.00
3 - 2 3.00 4.00 7.00
B 3 1.00 10.00 17.00

1 2 3

3 " 1 5.00 15.00 26.00
3 a 2 12.00 19.00 20.00
1 a 3 6.00 18.00 25.00

PARABlNU1R VALUES ?O3 DOING C0JOIIT SCALING:

T N, L," % "% , , -' ." ' % .' -". . " *~ 2.'. . . . . . . ." . . . . . -.
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Ni - UMBER OP FACTORS In TIM DESIGN 3
8 - TOTAL NUtRIM OF LEVELS O1 ALL FACTORS 9

u -S mouBR OF EIOCKS IN Tai DESIGN 1
lULlS - AIIErJU NUiER OF, ITERATIONS ALLOBED 60
ITnS - ARE TIES in DATA TO BE LIFT AS TIES? 3o
LABZL - ARE LABELS PROVIDED BY THE uSR? YES
iPt -IS 1FINAL S1LUTION TO BE PUNCHED O1 CARDS? nO

LAST!T - IS SOLUTION PION LIST ITERATION TO Bi USED? YES
ARMY - IS IPUT DATA TO BE REVERSED? nO
3PLOT - IS A PLOT OF THE FIT TO BE BADE? so
IRAN - RANDOH 5UOB1ER POR STARTING THE ANALYSIS 76655659

C3IMR - MNIOM IMMOVINENT CRITERION 0.00001
WAT - CONSTANT TO BE ADDED TO SCALE VALUES 0.0

RADON STARTIM CONFUERATION:

0.152 0.392 0.280 0.158 0.424
0.123 0.919 0.lO8 0.177

DATA MATh!Z: SOBJECT4JREPLICATION NO. 1

BLOCK STxI LEVELS or FCTORS

1 1. 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 13.0
2 1.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 11.0
3 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 5.0

1 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 8.0
5 10 0.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 3.0

1 6 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 12.0
1 7 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 2.0

8 1.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 1.0
9 10 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 6.0

1 10 0.0 1.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 21.0
11 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 16.0

1 12 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 15.0
1 13 0.0 1.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 22.0
1 14 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 4.0
1 15 0.0 1.0 o.0 0.0 1.0 0.0 0.0 0.0 1.0 19.0
1 16 0.0 1.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 9.0
1 17 0.0 1.o 0.0 0.0 0.0 1.0 0.0 1.0 0.0 10.0
1 18 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 18.0

"LI
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1 19 0.0 0.0 1.0 1.0 0.0 0.0 1.0 0.0 0.0 24.0
1 20 0.0 0.0 1.0 1.0 0.0 0.0 0.0 1.0 0.0 23.0
1 21 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 26.0
1 22 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0 0.0 27.0
1 23 0.0 0.0 1.0 0.0 1.0 0.0 0.0 1.0 0.0 7.0
1 24 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 20.0
1 25 0.0 0.0 1.0 0.0 0.0 1.0 1.0 0.0 0.0 14.0
1 26 0.0 0.0 1.0 0.0 0.0 1.0 0.0 1.0 0.0 17.0
1 27 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 25.0

313103? OF ITERATIVE COUPUAXOIS

ITERATIONi TailBk TagO

1 0.71267 0.12251
2 0.17376 0.52137
3 0.12115 0.63533
it O.1591I 0.63533
S 0.1.812 0.64672
6 0.16152 0.62963
7 0.15099 0.62393
a 0.15612 0.64103
9 0.15085 0.62393

1e 0.1532D 0.641103
11 0.15S07 0.62393
12 0.15152 0.64103
13 0.15006 0.62393
10 0.15048 0.63533
15 0.14969 0.64103
16 0.14981 0.63533
17 0.14937 0.64103
18 0.14936 0.63533
19 0.14912 0.64103
20 0.14905 0.62963
21 0.1*892 0.641103
22 0.1488 0.62963

4 23 0.1877 0.641103
24 0.10868 0.62963
25 0.1864 0.64103
26 0.1857 0.62963
27 0.14855 0.64103
28 0.189 0.62963
29 0.148,8 0.64103

SCALE VALUS DELOW Al3 PRINTED FROM IRATION 30. 29.

I-! -A
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VARIABLE ADDITIVE ADDITIVE UL.21?
50131J RESCALRD RODEL

I TIM 0.57923 98.11780 1.78467
2 T1032 -0.07884 32.31015 0.92419
3 1133 -0.0194 0.0 0.66902

_ 4 11011 -00.33958 6.23605 0.71207
S 11Ol812 0.09922 49.116S2 1.09332
6 110123 0.31210 71.40445 1.36629
7 5233l -0.14392 25.80217 0.86596
8 11232 0.56547 96.74135 1.76027
9 523553 -0.28989 11.20537 0.74835

ADDITIVE SCALE VALUES FOR 27 S521351.

5211: LEVELS STANDARD RESCALED

1 1 1 10.09S73 112.71448
2 1 1 2 0.80512 183.6S364
3 1 1 3 -0.05024 98.11772
4 1 2 1 0.52453 155.59491
S 1 2 2 1.23393 226.53416
6 1 2 3 0.37857 140.99817
7 1 3 1 0.74741 177.88286
8 1 3 2 1.4S681 248.82211
9 1 3 3 0.60145 163.28610

10 2 1 1 -0.56235 46.90688
11 2 1 2 0.14704 117.84601
12 2 1 3 -0.70832 32.31007
13 2 2 1 -0.133S4 89.78735
1 2 2 2 0.57585 160.72644
15 2 2 3 -0.27951 75.1905
16 2 3 1 0.08934 112.07523
17 2 3 2 0.79873 183.01439
18 2 3 3 -0.05663 97.47849
119 3 1 1 -0.88545 14.59673
2D 3 1 2 -0.17606 85.53589
21 3 1 3 -1.03142 0.0
22 3 2 1 -0.4S664 57.47720
23 3 2 2 0.2S275 128.41634
24 3 2 3 -0.60261 42.88040
25 3 3 1 -0.23376 79.76514
26 3 3 2 04S3 150.70428

DIBPUNDEM! & PREDICTIONS SORTED BY DEPENDENT,. BLOCK N0. 1.

27.000 -0.4S7
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U. 26.000 -1.031
2S.000 -0.380

24.000. -0.885
23.000 -0.176
22.000 -0.134
21.000 -0.562
20.000 -0.603
19.000 -0.280
18.000 -0.057
17.000 0.476
16.000 0.147
15.000 -0.70814l.000 -0.234i

13.000 0.096
12.000 0.379M 11.000 0.805
10.000 0.799
9.000 0.089
8.000 0.525
7.000 0.253
6.000 0.601
S.000 -0.050
4.000 0.576
3.000 1.234
2.000 0.7471.000 1.S57

PI I3UCTIL CIPABDLIT 18.519 PERCEIT
o a 81 s.1 xp DAT iRE in Ev RSa ORDER.

1ED O NOUEUIC SCAIMG ANALIS.

IND SEAT.

• • '- -.. . / . - . " . - . * . . . - , . . . . ... , ~ r. .. X .. S . - - . ,
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5 1 & 2 1 :

OSU VERSION 2.0
APIIL, 1983

THOMAS E. 11G11
DEPARTHNIT OF PSYCHOLOGY

OHIO STATE UNIVERSITY
4oC 1. 17TH &VENUE

COLUMBUS, OHIO

TIT.: AMWPLR N0. 1.
TITLE: 27 STIMLI. 313X3 DESIGN. BANDON DATA. (76655659) .
TITLE: 1 RANK SUBJECT. STIMULI ARE IN THE NATURAL ORDER.

FOIBAT FOR READING IN DATA -
(337.2)

INITIAL JPARABBW3S FOR ANALYSIS:

I-I - ARE TESTS CGP AXIOS TO BE BADE? IS
ICas - iS a CONIOINT SCAllnG TO BR DOUN? IRS

N? - UBMBER OF FACTORS IN TRE DESIGN 3
VOLES - 51BBR OF BLOCKS IN THE DESIGN 1

NNl? - RUBBER OF DATA MATRICES TO BE SCALED 1
FLAG - 1S 23II3lOMB THAN ONE OBSERVATION PER CELL? nO
INI? - BLETROD FOR READING IN DATA IATRICES IS: -2
AllT? -MISSING DATA COTOFF VALOR IS: 0.0
OVRD - All SUBJECT DATA TO BE AVERAGED REGARDLESS? YES

ail - UIT NuMERn FOn iNUT OF DATA 5
WCARD -1i1R3 OF XTIE/DESCRIPTION CARDS USED 3
MlINT - RI MBUER o VIOLI01S TO BE PRINTED 0
solS - SUFFiSS PINTING OF CELL VIOLATIONS? YES

NUMBER WF DIMINSIONS: DIM (1) DIM (2) DIM (3) DIM (4) DIM(S)
3 3 3 0 0

PAmAwuUS FOR axiom TESTING PROCsDOR:

AUDoS To an TESTED: AITiSTI AITZST2 AITRST3 AITEST4 AXTESTS
(INDEP) (DiLCAN) (JINDEP) (DSTCAIN) (DDCkA)

O ..-,N.-.N.-...'--,.



A PPEIDX 2 page 4ll

I RES YES YES IRS No

s DISTLV(1) DISTLV (2) DISTLV (3) DDSTLV (1) DDSTLV (2) DDSTLV (3)
YES YES YES 1O s0 n0

AVERAGED DATA ROS AERAGING PROCEDURE: BLOCK 1.
BLOCK STIEULUS AVERAGE VALOR

2.00
-~1 2 9.00

1 3 14.00
1 .4 8.00
1 5 21.00
1 6 2£4.00
1 7 13.00
1 a 22.00
1 9 27.00
1 10 1.00
1 11 £4.00

• 1 12 7.00
1 13 3.00
1 14l 10.00
S115 17.00
1 16 11.00
1 17 16.00
1 18 23.00
1 19 5.00
1 20 15.00
1 21 20.00
1 22 6.00
1 23 18.00
1 24 25.00
1 25 12.00
1 26 19.00
1 27 26.00

DATA MATRTI BRING CHECKED FOR AXION VIOLATIONS.
BLOCK 1. REPLICATIC01 I OF 1.

. EMATI BLOCKIo.- 1 C 1
Am 1 2 3

B 1 2.00 9.00 14.00
B = 2 8.00 21.00 24.00
B = 3 13.00 22.00 27.00

I

".,. , "- .- , . -. - -** ,-... . . . ... "'- - . - """"""' """" '-•" ."-"-- -•.. . . - "
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C-2
1 2 33 " 1 1.00 4.00 7.00

B - 2 3.00 10.00 17.00
B m 3 11.00 16.00 23.00

A 2 3C 3
B - 1 5.00 15.00 20.00
3 2 6.00 18.00 25.00
B " 3 12.00 19.00 26.00

TEST SUBBAir STATISTICS: INDEPENDENCE.

A INDEPIDENT OF B AMND C

Tel VALUES PRINTED BULOV INDICATE TE DEGREE TO HICH,TNE AXOfS A U BEING PIT BY THE DATA.
SEE TIE WCJSCLLM 83.8OOK FOR A DETAILED EXPLANATION.

BDN PERCENT PERCENT SIGNIP
OBSERVED EXPECTED

MAiISIu TESTS POSSIBlM: 108.0
TOTAL TESTS: 108.0SuCCESSES: 108.0 1.000******s*.MUZ1RE1S: 0.0 0.0 *.***s***e*,*.

llMPUtDENCle: FACTOR C IS Te OUTSIDE FACTOR.

2 3

a*
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s OF A 1.000 1.000 1.000
A OF a 1.000 1.000 1.000

Tzsr SR015* STATISTICS: IuJEEpDENCE.

B INDEPENDENT OF C AND A

TEE VALUES PRINTED B3.O INDICATE THE DEGREE TO iNICH
THE AXIOMS ARE BEING FIT BY TIE DATA.
SR THE wCJSCALw HANDBOOK FOR A DETAILED EXPLANATION.

BOBER PERCENT PERCENT SIGNIF

OBSRVED EXPECTED

BAZIBR TESTS POSSIBLE: 108.0
TOTAL TESTS: 108.0

SOCC:3SSZS: 108.0 1.000*********
FlwaLIS: 0.0 0.0 **********,******

IN.PU]ZNDCE: FACTOR A IS TEI OUTSIDE FACTOR.

1 2 3
C OF 3 0.778 0.778 0.778
a" OF C 1.000 1.000 1.000

I *., ETC.

TIMS SOBliR STATISTICS: INDEPENDENCE.

.- DA2 SAU!Z BRING CHICKED FOR INDEPENDENCE:

C INDIPIIDENT OF A AND B

k*

* 4 ..



~TEST UgOL~TONS: PZIS? 0 PAILURESo

T232T SONERARY STA21STMCS= INDEPENDENJCE.

C INDEfPENDENIT OF At AND a .

.4"

TERB VALOIS PR/INTED BIEOI 12IJDCATZ TEE DRGRZZ 20 VIZ
B &][]OILS ARE B=1TI ]PIT BY' THE DATA.

S32 THB "CJSCALM BANi)iBOOl[ POR A DETAZLED E][PLANATION. '

I,..

BlOZCKU TESS POSSIBLE: o08.0

- 2'JLL TEST'S: 108.00
SOCCESSES: 88.0 0.810 PeILeeISI TZSTBRBSA20.0 S.A185TIS*CS:INDIBUD*CE

1111'1111111 FACTOR B 15 222] OUTSIDE FACTOR. i

1 2 3
a 0OF C 1.000 1.000 1.000C OF A 1.000 0.778 1.000

TEST S5 TEtN r ST2LISTS: DOR BE CAICLLDION.

D21 AT3Z1 313i6 CllWKZD FOR DOME CANCELLAION: BLOCK 1
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DOUL CANCELLATION IN A X 3

TIM VIOLA'IOUS: FIRST 0 FAILDRIS.

TIM 551333! STATISTICS: DOUBLE CANCELLATIO.

DOUBLE CICILLATIOU IN a X B

?R ALUS PRNTED 3303 INDI CAT ?BE D:GREE To WI:CHGI

SRI IN NSCILLm EANISOOK FOR A DETAILED EXPLANATION.

I OBSERVED EXPECTED

1321333 TIETS POSSIBLE: 3.0
TOTAL TETS: 3.0

incCZSS~s: 2.0 0670***I PImIss: 1.0 0 .333*****************

JI T SUM55133 STATISTICS: DOUDLE CANCELLATION.

DOUBLZ ChaUCLLATI0U in 3 1 C

Tax VALUES PRINTED 33L03 INDICATE TIE DEGREE TO WHICH
TEN a21013 an 331MG, FIT 3!i in DATA.
522E TUR DCJSCALN 3311500K FOR A DETAILED EXPLANATION.
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NUBER PERCENT PERCENT SIGIF
OBSERVED EXPECTED

811133 TESTS POSSIBLE: 3.0
TOUL TESTS: 1.0

SUCCESSES: 1.0 1.000,,**eee
FILURES: 0.0 0.0 *****.****.*.-

TEST SUR5 Y STATISTICS: DOUBLE CANCELLTION.

DOUBLE CANCELLATION in C I a

taE VLUES PRINTED BELOW INDICATE TER DEGREE TO WHICH
teE AXIOMS ARE BEING PIT BY TIE DATA.
31 TME *CJSCAL 6 HANDBOOK FOR I DETAILED EXPLANATION.

NOBRR PERCENT PERCENT SIGNI!
OBSERVED EXPECTED

Blls=1 TESTS POSSIBLE: 3.0
TOTAL TESTS: 1.0

SOCC2SSS: 1.0 1.000*********
imRi1S: 0.0 0.0 ee**e****.*

TB SSIlAr STATISTICS: JOINT INDBPENDENCE.

DI U ATRIX BEING CHECKED POR JOINT INDEPENDENCE:

a I a INDEPNDIT Or C

BLOCK: 1.

i q~ . $E . . , ,:- : - , *.. .. . , *+- -. , . I t . .. m , ' .. ., '
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IFC TEST VIOLATIONS: FIRST 0 FAILURES.

RTC.

fTEE SUMMARY STATISTICS: JOINT INDEPENDENCE.

A I B ZID URiDT OF C

TE VALUS PRINTED BLO1 INDICATE THE DEGRER TO VHICH
TIE AXIOMS ARE BING FIT BY TEE DATA.
SEE TIM nCJSCAL" HANIDBOOK FOR A DETAILED EXPLAHTION.i

NUMER PERCENT PERCENT SIGNIP
OBSERVED EXPECTED

q AIUNh1M TESTS POSSIBL: 108.0
TOnL TESTS: 108.0

SUCczSsS: 98.0 0.907********
FAILURES: 10.0 0.093****************

J 011-UDEPENDZNCE: FACTOR C iS THE OUTSIDE FACTOR.

A 3 OF C 3 - 0.937
C OF a B m 0.753

T fl N5E1ARt STATISTICS: JOINT INDEPENDENCE.

. -, , .. . -, . .. , . . .. . .\. .. ... .. . . . . . .
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3A21U21 BEING31 CzEKZD Pon JOINT IUDEBIDBICE:

3 1 C INIPUNDBOT 01 A

BLOCK: 1.

22SI VIOL.ATIONS: FIRST 0 FAILURES.

ETC.

23S SUMARY STATIST30CS: JOINT IUDIPEIDIICE.

a I C IUDPND!T or A

233 VALUES5 PRINTED ISO INICATE THE DEGREE 2O MuICH
233 AUG33s All BRING IT BY THE D&TA.
Sits 23 DCJSCALS HAWOOK FOR a DETAILED EXPLANATION.

NU5313 PERCENT PERCENT SIGNI?
OSERVED EXPECTED

Balls=E 23515 POSSESM1: 108.0
TOZAL TES: 108.0

inCCZSS3S: 100.0 0960***
nAIuREs: 8.0 0 .0711****************
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JOIT-UDRPENDICE: F&CTOR A IS THE OUTSIDE FACTOR.

a C OF A V = 0.9%5
a OF B 0 C V = 1.000TI IMART STATISTICS: JOINT INDEPEIDENCE.

DATA nI21I BEING CHECKED FOR JOINT INDEPENDENCE:

CI A INDEPENDRU OF B.

B LOC: 1.

T232 VIOLATIONS: FIRST 0 FAILUIRS.

RTC.,

* TEST SOMMARI STATICS: JOINT INDEPENDENCE.1

C I A NDEPENENDT OF B

Tv VALUS PRINTED 53.0 INDicaT THE DBGREB TO WHICH
TIN AXIONS ARE BEING FIT B1 THR DATA.
S22 TON CJSCALW ANOOK FOR A DETAILED EXPLANATION.

NUBER PERCENT PERCENT SIGir
OBSERVED EXPECTED

EAXISW TESTS POSSIBLE: 108.0
TOM ?ETS: 108.0

MCCE US: 94.0 0.870.********
FAZZ0DRs: 14.0 0.130****************
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I

JOInT-I DEPI13D3 CS: FaCTOR 3 iS THE OOTSIDE FACTOR.

c A OF 3 1 w 0.919
5 O C5  A -" 1.000

T23 STU STATISTECS: DISTRI3 CAiCELLATION.

FACTOE k IS THE OUTSIDE FACTOR.

9DJRUrITS cA ECNILLIOU I
IR VjiL0XS PRINTD 33AO3 INDICATE THE DEGREE TO UHICI
IT &]lONS ARE BI3G PIT B TEE DATA.
S3 TEN WCJSCAL EANBOOK Po A DETAILED EXPLANATIOI.

NUMBER PEC11T PERCENT SIGNIF I
OBSERVED EXPECTED

UAUIElU TESTS POSSIBLE: 243.0
TOAUL TESTS: 240.0

liCCRBSs: 2O.0 1.O00*.******
/lhlUits: 0.0 0.0 ********.e**

S':152W8 SU51&2t STATL"STICS : D1ST113 CANCELLATIOII.

-. 1
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Iaro BA0 3 s IS 1 OUTSIDE FACTOR.

9 D3IUTIVE CanCELLAIION

tax VALUES PRINTED 53.01 INDICATE THE DEGREE TO WHICH
Tax AXI0MS ARE BRING FIT BY TaE DATA.
SUE TH3 MCJSCAL* HANUDBOOK FOR A DITAILED EXPLANATION.

1553 PERCENT PERCENT SIGhF
OBSERVED EXPECTED

3111333 TESTS POSSIBLE: 243.0
TOUIL TESTS: 231.0

SCSSZS: 231.0 100****

0.0 0.0 ~ * * * * * * *

TI SUM51111 STA!ISTECS: DISTIl CANCELLATION.

1AiLcn C is "I 0UTSIDE FACTOR.

§- WRI3iUTIYE CAIlCLLIWOB

122 VALME PRINTED 33.03 INDICATE TIE DEGREE 2O WHICH
2T12 £11055 AlE BRING FIT BY THE DATA.
53x TE CJSCALM NISOOK01 Pon A DMAILED 3IILANATIOD.

NOBBER PERCEIT PERCENT 51611?
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ODSURVID ILPECTED

NRURUE !ZUS PO551533: 243.0
TOTAL TESTS: 221.0

mC-zSSRS: 221.0 00**** 7ISILBIES: 0.0 0.0 ****e.*s



APPNlDIr 2 page 53

U S 3 A T 1:

OSO VERSION 2.0
APRILt 1983

THORAS Z. NIGREE
- DEPARTRENT OF PSTCHOLOGY

OHIO STATE UIzVERSIT!
404C V. 17TR AVENUE

COLUBBUSs OHIO

3 0 v a 2 T R I C

S C A L I N a

DATA Ll3 MTI: BLOCK 1.

I

Ai3 Mir BLOCK NO.1 i C -I
A- 1 2 3

B = 1 2.00 9.00 14.O0
B - 2 8.00 21.00 24.00
B w 3 13.00 22.00 27.00

C,2
A 1 2 3

B - 1 1.00 4.O0 7.00
3 - 2 3.00 10.00 17.00
B " 3 11.00 16.00 23.00

C 3
5 " 1 2 3

a a 1 5.00 15.00 20.00
SaB " 2 6.00 18.00 25.00

3 m 3 12.00 19.00 26.00
PAINATE VALANS FOR DOING CONJOIN? SCALING:

I
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I - NUMBER OF ACTORS is THE DESIGN 3
I - TOTAL 3URDU O LEVELS OF ALL FACTORS 9

ULD - 119333 OF BLOCKS IN THE DESIGN 1
ZULU1 - la11m3 SU1R Or ITERATIONS ALLOURD 60
MISS - ARE TIES in DATA TO BE LEFT AS TIES? no
LIBEL - ARE LABELS PROVIDED BY THE USER? RS

3PU - IS FINAL SOLUTION TO BE PUNCHED ON CARDS? NO
LJSUIT - IS SOLUTION PROD LAST ITERATION TO BE USED? YES

33313 - iS INPUT DATk TO HE REVERSED? sO
IPLOW - IS A PlOT OF TE FIT TO BE DADB? sO

IRAN - RANDOM 5UMER FOR STARTING THE ANALYSIS 76655659
( ITR - BINUR5 IMPROVERENT CRITERION 0.00001
START - CONSTANT TO BE ADDED TO SCALE VALUES 0.0

RANDOM STARTING COMBURATIO1:

0.02 0.392 0.280 0.158 0.424
0.123 0.919 0.408 0.177

DkTA HATRIZ: SUBJECT/U ELICATION NO. 1

BLOCK STin LEVELS OF FACTORS

1 1 1.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 2.0
1 2 1.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0
1 3 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 5.0
1 4 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 8.0
I 5 1.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 3.0
1 6 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 6.0
1 7 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 13.0
I a 1.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 11.0
1 9 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 12.0
1 10 0.0 1.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 9.0
1 11 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 4.O
1 12 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 15.0
1 13 0.0 1.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 21.0
1 14 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 10.0
1 15 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 18.0
1 16 0.0 1.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 22.0
1 17 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 16.0
1 18 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 19.0

.. . . . - . . . .. . . . .. -. '*''** ** .... . -* '." ..... -J.*. .* . . ,..&*.-**tth s .. . '... .l
" " "

. .
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1 19 0.0 0.0 1.0 1.0 0.0 0.0 1.0 0.0 0.0 14.0
1 20 0.0 0.0 1.0 1.0 0.0 0.0 0.0 1.0 0.0 70.0
1 21 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 0.0 20.0

1 22 0.0 0.0 1.00 0.0 1.0 0.0 1.0 0.000 0.0 24.0

1 23 0.0 0.0 1.0 0.0 1.0 0.0 0.0 1.0 0.0 17.0
1 24 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 25.0
1 25 0.0 0.0 1.0 0.0 0.0 1.0 1.0 0.0 0.0 27.0
1 26 0.0 0.0 1.0 0.0 0.0 1.0 0.0 1.0 0.0 23.0
1 27 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 26.0

NISIOR! OF ITERA2IVE CONPUTATIONS

P.d
ITUR TION THE 21 TAB0

1 0.69915 0.13390
2 0.09606 0.66952
3 0.03770 0.85185
4 0.03816 0.76068
5 0.041278 0.83476
6 0.04127 0.76068
7 0.04091 0.81766
8 0.04118 0.79487
9 0.0079 0.81766
10 0.04127 0.81766
11 0.0,064 0.81766
12 0.04031 0.81197
13 0.011008 0.82336
11 0.03968 0.80627
15 0.039 5 0.82336
16 0.03920 0.81197
17 0.03909 0.82906
18 0.03878 0.81766
19 0.03869 0.82906
20 0.03842 0.81766
21 0.038311 0.82906
22 0.03810 0.81766
23 0.03804 0.82906
2 0.03783 0.81766
25 0.03777 0.82906
26 0.03758 0.81766
27 0.03753 0.82906
28 0.03736 0.81766
29 0-03732 0.82906
30 b .0371 0.81766

31 0.03713 0.82906
32 0.03699 0.81766
33 0.03696 0.82906
311 0.0368 0.81766

*4 *"*

', '........... , ,............................ .. . ,- ,. . , _ . " .........
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35 0.03681 0.82336
36 0.03670 0.81766
37 0.03667 0.82336
38 0.03657 0.81766
39 0.0365 0.82336
'10 0.03645 0.83476
41 0.03643 0.82336
12 0.036311 0.83476
'13 0.03632 0.82906
144 0.03625 0.83476
45 0.03623 0.82906
'16 0.03616 0.81766
17 0.036114 0.82906
48 0.03608 0.83476
49 0.03607 0.82906

SCALE VALDES 11,0i AM PRINTED FROM ITERATION 30. '19.

VARIABLE ADDITIV ADDITIVE MULTI?
tONEL RESCALZD MODEL

I T1521 0.53627 91.02934 1.70961 4
2 T21B2 0.06835 14.23808 1.07074
3 21J33 -0.3320 3.68282 0.71377
' II I 1 0.5395 91.34785 1.71507
5 I3i032 0.00231 37.63358 1.00231
6 Z10123 -0.37403 0.0 0.68796
7 STEESSI 0.02237 39.64011 1.02263
8 STR3SS2 0.43457 80.85989 1.54430
9 5233SS3 -0.09924 27.47910 0.90553

ADDTIV3 SCALE VALUES FOR 27 STIMULI. 2

ST: LEVELS STANDARD RESCALZD

1 1 1 1 1.09809 190.85530
2 1 1 2 1.51029 232.07501
3 1 1 3 0.97648 178.69434
'1 1 2 1 0.56095 137.14104
5 1 2 2 0.97315 178.360841
6 1 2 3 0.43934 124.98006
7 1 3 1 0.18461 99.50754
8 1 3 2 0.59681 140.72733
9 1 3 3 0.06300 87.34653

10 2 1 1 0.63018 144.06404
1 2 1 2 1.04238 185.28384

*--L .
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2 2 1 3 0.50857 131.90308

13 2 2 1 0.09304 90.34985

15 2 2 3 -0.02857 78.18884

16 2 3 1 -0.28330 52.71628
17 2 3 2 0.12890 93.93607
18 2 3 3 -0.0491 40.55527
13 3 1 1 0.22463 103.50885
2D 3 1 2 0.63683 144.72865
21 3 1 3 0.10302 91.34785
22 3 2 1 -0.31252 49.79459
23 3 2 2 0.09968 91.01437

4 3 2 3 -0.43413 37.63358
5 3 3 1 -0.68885 12.16102

26 3 3 2 -0.27665 53.38080
27 3 3 3 -0.81046 0.0

D NIDUgT& U DICJIOUS SO, LD BY DZBND],. BLOCK 30. 1.

27.000. -0.689
26.000 -0.810
25.000 -0.403
24.000 -0.313
23.000 -0.277
22.000 -0.283
21.000 0.093
20.000 0.103
19.000 -0.405
180080 -0.029
17.000 0.100
16.000 0.129
15.000 0.509
U.000 0.225
13.000 0.185
12.000 0.063
11.000 0.597
10.000 0.505
9.000 0.630
8.000 0.S61
7.000 0.637
6.000 0.439
S.000 0.976
.. 000 1.042
3.000 0.973
2.000 1.098
1.000 1.510

-'.% " .' "." '"*", ,"." " ." .". .- ."," ". , " ""- . ," " ,"" -" ," ". . . " . " .' . " -"
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PRDICTZVB CAPABILIT - 9.117 PZRCIlT
OR 90.883 IF DATA 1n3 Is 1V313s3 ODBiR.

BUD OF NOMIXTRC SCALING ANALYSIS.

BUD SWAT.

*1~ ~ ~--*, .*'-~ *-... ..*-. . . . . . . . . .. *

* . ** . *.. .. . . V -

'.a ~ . * * *.*b *.. - .... * ** . . .-
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S v A T I:

APRILr 1983

THOMAS 3. 316333
DEPARTHENT OF PSYCHOLOGY

0510 STATE UNIVERSITY
404.C 1. 1728 AVENUE

COLUMBUSO OHIO

TIML: EXAMPLE NO. 1.
112LZ: 27 STINMI. 31313 DESIGN. RANDOM DATA. (76655659).
TITLE: 1 RANK SUBJECT. STIMULI ARE IN THE NATURAL ORDER.

"MAT1 10R READING IN DATA
(377.2)

INITAL PARAMETERS P(3 ANALYSIS:

IAI ARE TESTS CF AXIOMS TO BE BADE? 135
icon - is A CONJOINT SCALIMM to BE DONE? YES

my - NUBER OF FACTORS in THE DESIGN 3
ML15 -NUNDER OP BLOCKS IN THE DESIGN I
NEEP - 111MBER11 OF M&TA MATRICE1S TO BE SCALED I
FLAG - IS THERE 3053 THAN 0UE OBSERVATION PER CELL? so

Ml- MOTOD FOR READING IN DATA MATRICES IS: -2
um- MISSING DATA CUTOFF VALUE IS: 0.0

OMI - ARE SUBJECB DATA TO BE AVERAGED REGARDLESS? YES
NXT - UNIT NUMBER FOR INPUT OF DATA 5
AID - NUMBER2 OP 2ITLE/DESCRIMON CARDS USED 3

nINT - SAX NUMBER OP VIOLATIO035 TO BE PRINTED 0
setM5 - SUPPRESS, PRINTING OF CELL VIOLATIONS? YES

133533 air DIMSIONS: DIM (1) DIE1(2) DIM1(3) DIMN(*) DIM (5)
3 3 3 0 0

PARIWUS FOR AXION TESTING PROCEDURE:

MOSIS TO BE 2E9TED: AITESTl AETEST2 AKTlST3 A1TEST4 ARTISTS
(INDEP) (DBLCAN) (JINDEP) (DSTCAN) (DDCAN)
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YS YES YBS YES 1o

* DISL.V (1) DISTLV (2) DISTLV (3) DDSTLV (1) DDSTLV (2) DDSTLV (3)
TitS YRS YES 0 0 s0

AVEARGID DATA PROM AVRAGING PROCEDURE: BLOCK 1.
BLOCK ST][NU ][S AVZR&G, VALOR

11 1.00
1 2 4.00
1 3 7.00
1 4 3.00
1 5 10.00
1 6 17.00
1 7 11.00
I a 16.00
1 9 23.00
1 10 2.00
1 11 9.00
1 12 18.00
1 13 6.00
1 16 18.00
I 1 29.00
1 16 12.00
1 17 19.00
I 18 26.00
1 19 5.00
1 20 15.00
1 21 20.00
1 22 8.00
1 23 21.00
1 24 25.00
I 25 13.00
1 26 22.00
1 27 27.00

DATAt BARE I N 31G CNUKED FOR klzOn VIOLATONS.
BLOCK 1. 22PLICAIO1 1 O 1.

MIIJ r BLOCK NO. 1 C -I
• 1 2 3

a - 1 10.00 4.00 7.00
- - 2 3.00 10.00 17.00
3 = 3 11.00 16.00 23.00



AlPPNDIX 2 page 61

A

A- 1 2 3

2.00 9.00 l4.oo
5 m 2 6.00 18.00 24.00
3 = 3 12.00 19.00 26.00

C 3
- w 1 5.00 15.00 20.00

3 - 2 8.00 21.00 25.00
3 w 3 13.00 22.00 27.00

TR W SUMA STAtIST30CS: INDlEInDINCI.

I & 13DR133D3T 0 B AND C

S T23 VALUES PRITED B3.OW INDIC&TE Tu DEGREE T0 311CH
292 AXIOMS ARE 33136 FIT BY THE DATA.U SztB TU t wCJSCAL m R1nooK FOR A DETAILED EIPLANATION.

3o133 PEnC]D? PERCiET sxGsi!
OBSERVD EXPECTED

maIt Nm TOTS POSS03zB: 108.0
TomAL TSTs: 108.0

s!CCZSSZ3: 108.0 1.000**ee**ee
lAUnILBS: 0.0 0.0 e*****e****

u II MP33DIC3: FACTOR C iS TiE OuTSIDE FACTOR.

1 2 3

#1'g''' ri !' " " "" " "" ."" "'  " ,.,,. , .'2""'. . -""""'".- " "" '- . . " -
i m. - - , p r % * , % " * .e , *" .% " q".-.. %. . ' '
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B OF a 1.000 1.000 1.000
A 0 B 1.000 1.000 1.000

TEST SUONARY STATISTICS: INDEPENDENCE.

B INDEPIDENT OF C AND A

Tag VALUES PRINTED BELO1 INDICATR TE DEGREE TO WICH
TEE AXZOIS AR BEING PIT B THE DATA.
533 t THE MCJSCALU HANDBOOK FOR A DETAILED EXPLANATION.

SIBRER PERCENT PERCENT SIGNIT
OBSERVED zxpECTED

IAXIG TESTS POSSIBLE: 108.0
TOTAL TESTS: 108.0

UCocSSIS: 108.0 1.000**eeeem
AmLnREtS: 0.0 0.0 *******.*****

IN P1DNRC: FACTOR A Is THE OUTSE FACTOR.

1 2 3
C 0F B 1.000 1.000 1.000
I OF C 1.000 1.000 1.000

T2ST N5lARI STAIZSTICS: INDEPENDENCE.

I

C INDEPENDINT OF A AND B

TE VALUES PRINTED 33LO INDICATE THE DEGREE T0 ICHi
TER ArOlS An DUNG FIT By THE DATA.

7. . '.*

, *++_ • , . *. -+ • ,+ • . -, - - ,+ . *
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SIt THE1 CSCALN IANflOOK FR & DETAILED EZPLANATION.

1U1521 PERCET PiEN SIGBh?
OBSSIRVD EXPECTED

102IL TESTS: 108.0

MCCBSSUS: 108.0 1.000e**eceee
FILURES: 0.0 0.0 *******e*******

INWIDSIC: FACTOR 8 IS THE OUTSIDE FACTOR.

a 0F C 1.000 1.000 1.000
C O F & 1.000 1.000 1.000

S TIM SUlRlIR STATIST3CS: DOUBLE CANCELLATION.

' DATA TIr32 BRIM CUICI(D FCI DOOBLE CANCELLATION: BLOCK 1.

DOgl S C&CILLATOII A B.

~ lTuf VIOLATIONS: IU2S 0 FILURE3S.

MC.
tRW SOhART STA21ST]CS: DOUBLE CANCELLATOI.

I DO1r. CANCELLATION in A X 3

~TER VALS 1112D BELOW ZNDICATE TE DEGREi 20 VICH
T13 AIIONS All i 3313 ]IT BY TIM DATA.
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SUE 133 SCSCL m SANDBOOK FOR A DETAILED EXPLAIATION.

NIOEBR PERCENT PERCENT SIGIF
OBSERVED EXPECTED

IIAE15 TESTS POSSIBLE: 3.0
TO AL TESTS: 3.0SUCCESSES: 2.0 0 .667*********

FAILURES: 1.0 O.333*****************

tEST SUM3AR STATISTZCS: DOUDLE CANCELLATION.

DOUBLE CANCELLATION in B X C

TIE VALUES PRItD BELOW INDICATI TE DEGREE TO WICH
E XIOKS ARE BING PIT BY THE DATA.

SEE =E "CJSCILw BANDBOOK FOR A DETAILED EXPLANATION.

NODDRR PERCENT PERCENT sGir631
OBSERVED EXPECTED

RAW=rliSTS POSSIBLE: 3.0
t5on& 1515IS: 2.0

SfCCSSS: 2.0 1.000oe******
FITLIRES: 0.0 0.0 e*e********e*****

IBM SUMMARY STATISTICS: DOUBLE CANCELLATION.

*OWLS CILCLLATION in C I A
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In VALIS PINT" DELON INDICJL23 E DUG31N 2O 11Cs
'EIC 111015 In BRING FIT BY TIE DIMIL..
SIR iEn OWSCIL*U BANDBOOK FOR a DUTAIIUD NIPLAIATION.

RUBE lu u CRN PCN? SIGNh?

31113W TESTS U'OSSI3UB: 3.0
TomA TEiS: 2.0

SOCCIS3S: 2.0 100****

nIiEiS: 0.0 0.0 * ** ***

TI U 3113!R STA1ST3C.S: JOINT INDPIDZNICZ.

DATA hINIX DRIES1 CEEKUD FOR Join INDNIPUNDUECE:

A X 1 INUPEEDW~ OF C

TIM? VIOLATIlONS: FIRS 0 FAX LGllS.

MC.

TI !W m" 531! TAISTES: JoIN? INDIMIND2UECs.

1 3 INDUIEDT or C
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233 VALUES PRINTED 311.03 INDICATE THE DEGREE TO WHICR,
TEN AXIOMS All BEING PIT BY ?M1 DATA,
SUN 283 OWSCILS 3ANOK 7OR A DETAILED EXPLANATION.

NUMBER PERCENT PERCENT sIGNI
03B11RVED EXPECTED

NAZISMUEST35S POSSIBLE: 108.0
TOUL TES25S 108.0

sCCEssas: 102.0 .4***"
fIL3REUS: 6.0 0 .056*****************

J0132-nDzpNUDznCZ: FACTOR C IS THN OUTSIDE FACTOR.

a 9  a OFp C 3mw 0.963
C OF a. a Nm 1.000

TEST SUMMAR STATISTES: JOINT INDEPENDENCE.

31k MARI BRIN3G13 C31=29 FOR JOINT IIDNPNNDENCE:

a I. C 1383?RNIDW or A

TN,, VIdOLATIOS: 1352 0 Pax LUes.

T =08121 STATSTUCSt JOINT INDNPENDRECE.
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B I C INPEiNDENT OF a

T!3 VILUIS PRINTED BEO ZINDICATI THE DEGREE TO VEICH
TEN M1ONS ARE B313 PIT BY TUE DATA.
SER T E WCJSCALW 1118OOK FOR A DETAILED EXPLANATION.

URBR PERCENT PERCENT SIGIIF
OBSERVED EXPECTED

111136 TETS POSSIBLE: 108.0
IOA TM S: 108.0

, CcSSRS: 102.00 094. *******
FlINSs: 6.0 0.056 *************"-

JOnIET133333033c: FACTOR A is THE OUTSIDE FACTOR.

a C Or a 3m 0.967
A 0F 3 C U" 1.000

Ts SIRARy STA2STICS: JOT INDEPNIIDENCE.

SAIR 3Z[ 5lM CIIW D FO3 JOINT INDEPNDENCE:

C I a I]MMUNEW orF 3.

rM VzOLAVtIOMS ItPI 0 hPALORUS.| "

I + . ~ .~~
.

9 - ..-... . : - :-• . , 4.>.9.. .4 4* 4
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22C.

1131t SMART! STATISTES: JOINT INDEPENDENCE.

C I a IUDInl3D OF B

TIN TALUES PRINT=D B3.01 INDICATE TE DEGREE TO ERICH
TEE A11013 ARE 3EING PIT ST TEM DATA.
SEE inE owscum numo FORKP A DETAILED ZipLANATon.

muDDER PERCENT PERCENT SIcu?
OBSERV ED EXPECTED

malumU TERSTS P0S5I3LE: 108.0
TOTAL T11STS: 108.0

wSES5ES: 100.0 096****
PI1I13335: 8.0 0.7******~*

4101T-INDEI1DEUCE:S FACTOR .~is TEE OUTSIDE FACTOR.

C, A alp a N 0.959
a OF C. A 3- 1.000

1XW UhhET 9STATITS: D151313 CANCELLATION.

PAMIR A is mE OITSIDE FACTOR.
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Diammuuivi cancu~rin

?Z YAMl~iS PRINTED 13.03 INDICATE THE DEGREE TO V11CM
TEE A13CONS ARE BEING PIT BY THE DATA.
SEE THE wCJSCAL EANUOOK FOR A DETAILED ZIPLANATION.

EMRBER PERCENT PERCENT SIGNh?
OBSERVED EXPECTED

M AXIEUR TESTS P0531313: 243AO
fOAL TESM: 240.0

MCausE: 240.0 100****
11115335: 0.0 0.0 *******s

TR ESUMM5ARY3 STA22STICS: DISTIl CANCELLATION.

FACTOR B IS TEE OTSIDE FACTOR.

.I22BU2Y VC&NCP22 ELON INDICATE THE DEGREE TO U MICE

r'a Axom ii3ns!iB Tax DATA. B:NuN

222 SM WSC LD R NMO K F R A DETAILED E P A L I N

I OBSERVED EXPCTE
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E3Ral15 TESTS POSSIBLE: 243.0
T021L TESTS: 231.0

SCCESSES: 231.0 1.000********
flILURES: 0.0 0.0 ****************

TES2T Sai5331 STATISTICS: DISTIB CAICiLLgIOI. x--

FIA€0 C IS T13 0UTSIDE FACTOR.

DISTRIBUTIVE C&NC1LLWI0f3rO

2 82 TALU S 1P21321 BELOW iUDzCx&T TE DEGREE To UniCH
21 £IOS ARE BRING PIT ST T3 DATA.
SEE TER OCJSCALO H110K FOR A DE3TALED EXPLANATION.

101533 PERCENT PERCENT SG1F
OBSERVED EXPECTED

3B1R15 TESTS POSSIBLE: 243.0
TOTAL TSS: 224.0 -..

SOCCaSsES: 221.0 1000**s****
nIlUS: 0.0 0.0 xu.s* ee**.-

-V * 9 . . ..-.
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S A T 1:

L 1OS 5 VERSION 2.0
APRIL, 1983

TEOBAS R. GIIREE
DNPARTHET OF PSJCHOLOGY

OHIO STATE UIJIVERSIT
404C W. 17TH AVENUE

COLOBBOS, OHIO

N 0 3 a a T R I C

S CA L N G

DaT& MATRIX: BLOCK 1.

SAT Tr BLOCK 30. 1 CI
• 1 2 3

B - 1 1.00 4.O0 7.00
B = 2 3.00 10.00 17.00
B = 3 11.00 16.00 23.00

C 2
S A 1 2 3

B = 1 2.00 9.00 1.00
B - 2 6.00 18.00 24.00
B - 3 12.00 19.00 26.00

~C-3

1 2 3ID a I So00 15.00 20.00
2 m 2 8.00 21,00 25.00
3 a 3 13.00 22.00 27.00
MIInSU VALUES FOR DOING CONJOIN! SCALING:

I
I . . . . .. . ....

% (" . .. ,. ,. .. .. ., ,. -. . . . . . .. .. " . . .. ..
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-- 3OE1 OF NiCTOIS IN THE DESIGN 3
It - TOTAL 5UEB22 OF LEVELS Or ALL FACTORS 9

InLKs - 31182 OF BLOCKS in Tax DESIGN 1
ZIRL I - MAZIve umBaER O? ITERATIONS ALLOiED 60
12BS - ARE TIES IN DATA TO B LIFT AS TIES? so
11B3L - ARt LABELS PROVIDED By THE USER? YES

3pow - iS FlEAL SCLO21OE TO B1 PUNCHED o CARDS? NO
LAST! - IS SOLUTION FROM LAST ITERATOI TO BE USED? RS
in1vit -IS 1i31T DiT TO BE REVERSED? nO

MO1T - IS A PLOT OP TE PIT TO BE IAD? nO
IRAN - RANDOm NORM FOR STARTING THE ANALYSIS 76655659

CRITR - i1Bu15 =UOVEENT CRITERION 0.00001
START - CONSTANT TO BE ADDED TO SCALE VALUES 0.0

RANDOM STARTING c3ISpiOlATIOn:

0.452 0.392 0.280 0.158 0.424
0.123 0.919 0.408 0.177

DMTL NATRIX: SOBJICT/RELpUICATION NO. I

BLOCK Brim LEVELS Wlp FACTORS

1 1 1.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0
1 2 1.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 2.0
1 3 1.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 5.0
1 4 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 3.0 '

I 5 1.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 6.0
1 6 1.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 8.0
1 7 1.0 0.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 11.0
1 8 1.0 0.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 12.0
1 9 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 13.0
1 10 0.0 1.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0
1 11 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 9.0
1 12 0.0 1.0 0.0 1.0 0.0 0.0 0.0 0.0 1.0 15.0
1 13 0.0 1.0 0.0 0.0 1.0 0.0 1.0 0.0 0.0 10.0
1 14 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 0.0 18.0
I 15 0.0 1.0 0.0 0.0 1.0 0.0 0.0 0.0 1.0 21.0
1 16 0.0 1.0 0.0 0.0 0.0 1.0 1.0 0.0 0.0 16.0
1 17 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 19.0
1 18 0.0 1.0 0.0 0.0 0.0 1.0 0.0 0.0 1.0 22.0
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1 19 0.0 0.0 1.0 1.0 0.0 0.0 1.0 0.0 0.0 7.0, 20 0.0 0.0 1.0 1.0 0.0 0.0 0.0 1.0 0.0 14.0
1 21 0.0 0.0 1.0 1.0 0.0 0.0 0.0 0.0 1.0 20.0
1 22 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0 0.0 17.0
1 23 0.0 0.0 1.0 0.0 1.0 0.0 0.0 1.0 0.0 24.0
1 24 0.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 25.0
1 25 0.0 0.0 1.0 0.0 0.0 1.0 1.0 0.0 0.0 23.0
1 26 0.0 0.0 1.0 0.0 0.0 1.0 0.0 1.0 0.0 26.0
1 27 0.0 0.0 1.0 0.0 0.0 1.0 0.0 0.0 1.0 27.0

3l1s0oR OF ITlIATIVR COUJTAITOIIS

ITUATOII TRINT 2

I 0.54S855 0.36182
2 0.05190 0.78917
3 0.0271 0.86895
4 0.03471 0.86895
5 0.03536 0.88034
6 0.03216 0.86325
7 0.03515 0.89174
a 0.03193 0.86325
9 0.03252 0.88034

10 0.03193 0.84615
11 0.03150 0.88034
12 0.03140 0.84615
13 0.03097 0.88034
14 0.03070 0.86325
15 0.03063 0.88034
16 0.03028 0.84615
17 0.03012 0.88034
18 0.03003 0.86325
19 0.02978 0.88034
20 0.02962 0.854615
21 0.02951 0.88034
22 0.02932 0.86325
23 0.02930 0.88034
26 0.02898 0.84615
25 0.029S0 0.897454
26 0.02879 0.86325
27 0.02891 0.88034
28 0.0288 0.84615
29 0.02887 0.89744
30 0.02337 0.86325
31 0.02853 0.88034
32 0.0282D 0.86325
33 0.02846 0.897454
34 0.02809 0.86325
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35 0.02822 0.88031
36 0.02792 0.8632S
37 0.02810 0.897441
38 0.02783 0.86325
39 0.02796 0.880341
110 0.02769 0.86325
1 0.02793 0.8974111
42 0.02761 0.86325
113 0.0277R 0.880311
44 0.027419 0.86325
45 0.02773 0.89711,
46 0.02713 0.86325
47 0.02756 0.880341
18 0.02732 0.86325
*9 0.02755 0.897411
50 0.02727 0.86325
51 0.02710 0.88031
52 0.02718 0.86325
53 0.02710 0.89741
54 0.02713 0.86325
S5 O.0272Z 0.88034
56 0.02705 0.86325
57 0.02727 0.89741
58 0.02702 0.86325
59 0.027U 0.880311
60 0.02694 0.86325

SCIJ vI115 33103 m m uIImx-D Tab on ITRATION NO. 60.

VYlASLN "IIZT13r ADDITIVI NULTIP
NOOtL I2SCILID HODBL"

I f'331 0.641196 98.00871 1.90020
2 11332 0.000120 34.27293 1.00121
3 1113 -0.33853 0.0 0.71282
# 310o3r1 01,411191 78.334 1.5603
S 11012 0.07085 40.93829 1.07342
6 10!'J3 -0.32282 1.57121 0.72411
7 S13S151 0.112791 76.64359 1.S30
SsIS 2 0.06181 110.03439 1.06376
9 MUSS3 -0.07823 26.0301 0.921175

15D311V3 SCILB VALURS FOR 27 STXBL..

STIR: L1V1LS STANDARD 53ISCALED

... F . * * * * * *. . * ~ .- -.-

" : ' ', ' ' . , .".. •" ". - .."* , . % . . ,_.. . .""' . . . ._. " ." - .-"." " .""



PIPNDUR 2 page 75

1 1 1 1 1.511477 225.43439
2 1 1 2 1.14868 188.82512
3 1 1 3 1.00863 174.82089

S1 2 1 1.111072 188.02919
5 1 2 2 0.77162 151.112001
6 1 2 3 0.6358 137.,1579
7 1 3 1 0.711705 141.66208
* 1 3 2 0.38095 112.05292 %
9 1 3 3 0.211091 98.041871

10 2 1 1 0.87701 161.65866
11 2 1 2 0.51092 12S.041918
1 2 1 3 0.37088 111.04526
13 2 2 1 0.50296 1241.253416
114 2 2 2 0.13687 87.64427
5 2 2 3 -0.00318 73.64003

16 2 3 1 0.10929 811.88638
17 2 3 2 -0.25680 48.27719
1W 2 3 3 -0.39685 31.27293
19 3 1 1 0.53128 127.38571
20 3 1 2 0.16819 90.77658
21 3 1 3 0.02815 76.77232
2 3 2 1 0.16023 89.98053
23 3 2 2 -0.20586 53.37134
4 3 2 3 -0.34590 39.36708

25 3 3 1 -0.233411 50.613413
X 3 3 2 -0.5953 111.00426
27 3 3 3 -0.73958 0.0

D3U3131N & lNDIC!IOS SORTBD BY DBPZNDBlT. BLOCK 30. 1.

.27.00.0 -,0.70
26.000 --0.0
25.000 -0.346
2,.000 -0.206
23.000 -0.233
22.A00 -0.397
21.000 -0.003
20.000 0.028
19.000 -0.257
1."#0 0.137
17.60" 0.160
16.000 0.109
15.00 0.371
11.000 0.168
13.060 0.211
12.000 0.301
10.000 0.04

I. .
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9.000 0.511

6.00* 0,775
5.000 1.009
4.000 0.077

3.000 11141

?l~BDCV!W CAN flU? T 5 * 12 PURCUU
03 a 94.872 ir Dif n zuI txvzasi ORDR.

253 OF 3022C SCIZING A3NALYSIS.

333 Sni.I
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